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Summary

Developing countries often lack the financial resources to provide public goods. Property taxation has been identified as a promising source of local revenue, because it is relatively efficient, captures growth in real estate value, and can be progressive. However, many low-income countries do not collect property taxes effectively due to missing or incomplete property tax rolls.

We use machine learning and computer vision models to construct a property tax roll in a large Congolese city. To train the algorithm and predict the value of all properties in the city, we rely on the value of 1,654 randomly chosen properties assessed by government land surveyors during in-person property appraisal visits, and property characteristics from administrative data or extracted from property photographs. The best machine learning algorithm, trained on property characteristics from administrative data, achieves a cross-validated $R^2$ of 60 per cent, and 22 per cent of the predicted values are within 20 per cent of the target value. The computer vision algorithms, trained on property picture features, perform less well, with only 9 per cent of the predicted values within 20 per cent of the target value for the best algorithm.

We interpret the results as suggesting that simple machine learning methods can be used to construct a property tax roll, even in a context where information about properties is limited and the government can only collect a small number of property values using in-person property appraisal visits.
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1 Introduction

Governments in the world’s poorest countries face severe revenue constraints. They typically collect less than 10 per cent of Gross Domestic Product (GDP) in taxes, compared to the 25-50 per cent collected in high-income countries (Pomeranz and Vila-Belda 2019). The literature on state capacity and development argues that inability to collect taxes is at the heart of why low-income countries are as poor as they are (Kaldor 1965; Besley and Persson 2009, 2013; Besley et al. 2013; Dincecco and Katz 2016; Mayshar et al. 2022). This research suggests that the path to economic prosperity may begin with investment in the capacity of governments to collect the tax revenue necessary to provide productivity-enhancing public goods.

At the local level, property taxation is often the primary source of government revenue, and is essential for provision of local public goods (Rosengard 1998; Collier 2017; Fjeldstad et al. 2017). Property taxation has many advantages. First, it is economically efficient, because it is hard to avoid, and easily enforceable if evaded. Second, it is socially equitable – it is often progressive, a relatively good proxy for a wealth tax, and a way for the public sector to capture a share of private sector gains from real estate value appreciation. Beyond the economic efficiency of property taxation, research suggests that the political salience of property taxes may lend itself to the development of a fiscal social contract between citizens and the state (Prichard 2015; Weigel 2020). However, property taxation remains one of the most under-utilised taxes in developing countries (Brockmeyer et al. 2023), partly because taxing properties requires mapping and assessing property values, which is complex and expensive. Only 39 per cent of the 159 non-OECD countries in the World Bank’s Doing Business surveys have mapped their largest city’s private plots. In sub-Saharan Africa, only 14.6 per cent of the main cities’ private plots have been mapped (Lall et al. 2017).\footnote{Governments often collect property taxes even when they lack an accurate and complete property tax roll. Property taxes in these settings are often beset by inefficiencies, such as a narrow tax base (Casaburi and Troiano 2016) or simplified tax categories (presumptive taxation), which result in a regressive tax schedule (Fjeldstad et al. 2017).}

To improve their capacity to collect property tax, low-income countries need to develop and adopt methods to map and value properties in a cost-effective way. Several approaches have been proposed (see Zebong et al. (2017) for a review).\footnote{The choice between different approaches typically depends on their cost, feasibility, speed, and how prone they are to corruption and leakages (Ali et al. 2018).} One possibility is to rely on property valuation by experts during in-person appraisal visits. These visits typically result in a precise valuation of properties, but have the disadvantage of being time-consuming, costly, and prone to collusion between land surveyors and property owners.\footnote{Khan et al. (2015) document that tax collectors frequently collude with taxpayers to reduce the tax assessment in exchange for a bribe in Punjab, Pakistan.} Given these limitations, many countries have instead adopted simplified valuation methods, such as area-based valuation, which consist of using the area of land and buildings to assess a property’s value. Area-based valuation has the advantage of being transparent, easy to verify, and equitable in terms of the size of land or properties. However, it has the disadvantage of failing to adequately incorporate qualitative aspects of buildings, which significantly limits its fairness, and can lead to regressive property tax rates. Given the drawbacks of both approaches there has been an increased interest in implementing simplified hybrid methods – methods that are designed to be both practically feasible and equitable, such as points-based valuation. Points-based valuation methods account for the limitations of area-based methods by assigning points. These are based on the surface area of land and buildings;
additional points are awarded for positive features and deducted for negative features of the property. Because they combine feasibility, simplicity and equity, points-based methods have been adopted in many low-capacity countries, such as Pakistan, Sierra Leone and Malawi.

In this study we take inspiration from these simplified hybrid approaches to property valuation. But we propose instead to predict the value of properties by training machine learning and computer vision algorithms on a small dataset of property values assessed by expert land surveyors, and property characteristics available for all properties through administrative data or extracted from property photographs. This approach is especially appropriate in contexts where information about properties is limited, and the government can only collect property values using assessor valuation for a small set of properties due to limited capacity and resources. We implement this approach in the city of Kananga in the Democratic Republic of the Congo (DRC). We worked with six land surveyors from the cadastral service of the provincial government of Kasai-Central to evaluate the value of 1,654 randomly chosen properties, and had access to data from a property census containing property characteristics and property photographs, as described in Balan et al. (2022) and Bergeron et al. (2023).5

We first predict the value of all properties in Kananga by training several machine learning algorithms on the sample of property values assessed by land surveyors, using property characteristics from an administrative property census. The machine learning model with the highest out-of-sample accuracy relies on ensemble modelling, and is a combination of boosting models. Using 10-fold cross-validation to assess its out-of-sample prediction accuracy, we find that it achieves an $R^2$ of 60 per cent, a Mean Absolute Percentage Error (MAPE) of 70 per cent, and that 22 per cent of the predicted values are within 20 per cent of the target value. This approach is simple, but it requires access to property characteristics from administrative data, which is rarely available in settings where there is low state capacity.

For this reason, we also predict the value of all properties in Kananga by training computer vision algorithms using characteristics extracted from property photographs, and the same sample of property values assessed by land surveyors. The advantage of this approach is that it does not require property characteristics from administrative data, and instead leverages existing information about properties contained in property photographs. However, we find that computer vision algorithms trained on features extracted from photographs of properties perform less well than machine learning methods trained on property characteristics from administrative data. The best algorithm uses a deep convolutional neural network (CNN) for feature extraction. Using 10-fold cross-validation, we find an $R^2$ of 40 per cent, a MAPE of 99 per cent, and only 9 per cent of the predicted values within 20 per cent of the target value. While there is interest in using property pictures (Glaeser et al. 2018) and satellite imagery (Bency et al. 2017; Bachofer et al. 2020) to predict property value, our results suggest that this approach works less well when a training sample is small and little information can be extracted from property photographs.6

---

4 The assignment of points to property characteristics can be done manually or using quasi-regressions or regressions (Zebong et al. 2017), which is usually more accurate.

5 The provincial government of Kasai-Central has repeatedly shown interest in increasing tax revenue using evidence-based policy (Balan et al. 2022; Bergeron et al. 2023), and is interested in evaluating different ways of constructing a property tax roll in order to improve the progressivity of the property tax schedule.

6 As we discuss in Section 6, it is easier to extract informative features from Google Street View photographs (Naik et al. 2014; Glaeser et al. 2016; Naik et al. 2017; Glaeser et al. 2018; Law et al. 2019) than from photographs of properties taken in Kananga.
Our approach contributes to the literature that gives machine learning a prominent place in the economics toolbox (Mullainathan and Spiess 2017; Athey and Imbens 2019). It is closely related to studies that have used property market prices and machine learning and computer vision methods to predict property values in high-income settings (Chopra et al. 2007; Bency et al. 2017; Glaeser et al. 2018; Law et al. 2019). In our context, machine learning and computer vision algorithms perform less well than in these settings, which is hardly surprising given their larger training datasets and richer features. However, our results are comparable to studies that estimate property value using machine learning in low-income settings (Bachofer et al. 2020; Knebelmann et al. 2023). This is despite having a smaller training sample and more limited property characteristics. We, therefore, view our contribution as showing that machine learning methods can be successfully used to construct a property tax roll – even in contexts where the government has access to a small number of assessor valuations, and limited information about property characteristics.

The rest of the paper is organised as follows. Section 2 provides background on property valuation and taxation. Section 3 describes the setting, and Section 4 presents the data used to predict property value in Kananga. Section 5 describes the machine learning algorithms, and Section 6 the computer vision models used to predict the market value of properties. Section 7 compares our results with other studies that have used machine learning methods to predict property value in high and low-income settings. Section 8 concludes.

2 Background on property valuation and taxation

Low-income countries have adopted several methods to map and value properties for property tax collection. Many countries rely on direct assessment of property value by experts, often through in-person appraisal visits. These visits typically result in a precise valuation of properties, but have the disadvantage of being time-consuming, costly and prone to collusion between land surveyors and property owners. Given these limitations, many countries have instead adopted simplified valuation approaches, like area-based valuation, which consist of using the area of land and buildings to assess a property’s value. Area-based valuation is transparent, easy to verify and equitable regarding the size of land or properties. However, it has the disadvantage of failing to adequately incorporate qualitative aspects of buildings, which can lead to regressive and unfair property tax rates.

Due to limited capacity and the drawbacks of both approaches, there has been an increased interest in implementing simplified hybrid methods that are designed to be practically feasible and equitable. Points-based valuation, for example, accounts for the limitations of area-based methods by assigning points based on the surface area of the land and buildings, and additional points are awarded for positive features and deducted for negative features of a property. Points-based methods initially require the manual assignment of points to property

---

7 Machine learning methods have been used to predict local economic outcomes using satellite data (Jean et al. 2016), large-scale phone network data (Blumenstock et al. 2015; Blumenstock 2016), and neighbourhood safety, income, and change in appearance using images from Google Street View in New York City and Boston (Naik et al. 2014; Glaeser et al. 2016; Naik et al. 2017).

8 A related approach consists of allocating properties to bands of values that are taxed differently and defined based on the property’s observable characteristics, such as land area and buildings (Lim et al. 2008). McCluskey et al. (2002) and Davis et al. (2012) analyse the performance of property tax banding relative to ad valorem property tax.
characteristics (Jibao and Prichard 2015), which is often time-consuming (Jibao 2017), inequitable (Jibao 2017; Manwaring and Regan 2019), and politically challenging to change (Jibao and Prichard 2015, 2016; Jibao 2017). To circumvent these issues points-based methods have increasingly relied on regressions to estimate property value, by calibrating a formula for property value using property characteristics and a sub-sample of property values (Fish 2018). This regression approach has been shown to perform significantly better than manually assigning values to different characteristics of properties (Manwaring and Regan 2019). Because they combine simplicity, feasibility and equity, points-based systems have been adopted in many low-capacity countries, including Pakistan, Sierra Leone and Malawi.

Inspired by these simplified hybrid approaches, recent studies have instead proposed to predict the value of properties using machine learning algorithms, which are typically trained using a small dataset of property values – obtained from transaction or market prices, or direct assessment by land assessors – and property characteristics available for all properties through administrative data or extracted from property photographs. The trained machine learning algorithms are then used to predict property values outside the training sample using property characteristics. Proponents of machine learning methods have argued that they are typically less costly, more accurate, and have been associated with less revenue leakage than direct valuation or simplified valuation approaches.

Machine learning methods perform well at predicting property value in high-income settings, characterised by large training datasets that rely on property transaction data and a rich set of property characteristics obtained from market data, property photographs and satellite imagery. For example, Chopra et al. (2007) use a non-parametric latent manifold model trained on a large dataset of houses from Los Angeles County to predict property value, Bency et al. (2017) use satellite images and a convolutional neural network framework to predict house prices in London, Birmingham and Liverpool. Glaeser et al. (2018) use Street View, house price data and computer vision methods to predict house prices in Boston, and Law et al. (2019) use Street View, satellite Images and computer vision methods to predict house prices in London.

Similar methods have also proved helpful in predicting property values in low-income settings, despite these settings being typically characterised by smaller training samples with more limited information about property characteristics. Bachofer et al. (2020) use maximum relevance and minimum redundancy models trained on several sources of information, including geospatial data, remote sensing data and house price data, to predict property value per m² in Kigali, Rwanda. Similarly, Knebelmann et al. (2023) use elastic-net regression models trained on property market values provided by assessors, combined with information on property sections, total built area (measured using high resolution satellite and drone images), number of floors and other observable property characteristics, to predict the annual rental value of properties in Dakar, Senegal.

Our study closely relates to Bachofer et al. (2020) and Knebelmann et al. (2023), and asks whether machine learning methods can predict property value for taxation in a country with less capacity and data, like the DRC. Machine learning methods might offer more accurate valuation, and find that banding scores well in terms of simplicity, valuation costs and taxpayer comprehensibility, but performs less well with respect to fairness and progressivity.

---

Earlier studies have also used simple hedonic regressions of property characteristics on property value to predict property value outside the training sample. For example, Ali et al. (2018) combine high resolution satellite imagery with information on sales prices, targeted surveys and routine statistical data to predict property values in Rwanda. Similarly, Franklin (2019) uses hedonic regressions of observed rent on apartment characteristics to predict property values in Addis Ababa, Ethiopia.
predictions than area-based or points-based methods (Manwaring and Regan 2019), and might be associated with less collusion between tax assessors and taxpayers during in-person appraisal visits (Ali et al. 2018). It is worth mentioning that in a context like the DRC, where increasing tax revenue and tax compliance is a high priority, policymakers need to properly weigh the benefits, in terms of accuracy and reduced leakage, against the complexity and opacity of these models – which might reduce taxpayer understanding and lower tax morale (Manwaring and Regan 2019).

3 Setting

The DRC is one of the most populous countries in Africa, and also one of the poorest. Kananga, the capital of Kasai-Central Province and the setting for this study, is a city with 1-2 million inhabitants and an average monthly household income of US$106 (PPP US$168). The DRC is a low-capacity state, with a tax-to-GDP ratio ranking that is 188th out of 200 countries. Tax revenue is extremely low in the DRC. In the years before this study, the provincial government of Kasai-Central had tax revenue equal to roughly US$0.3 per person per year. The government has turned to property tax to raise revenue – this currently accounts for about 26 per cent of provincial tax revenue. It has begun to extend the property tax net by launching annual city-wide collection campaigns (Weigel 2020; Balan et al. 2022; Bergeron et al. 2023).

As in many developing countries, tax authorities in the DRC tend to rely on simplified tax instruments (Fjeldstad et al. 2017). For example, when designing its property tax, the provincial government of Kasai-Central decided to rely on a flat property tax rate schedule (Balan et al. 2022; Bergeron et al. 2023). Properties built with non-durable materials are assigned to the low-value tax band and taxed FC3,000 annually. Properties built with durable materials are assigned to the high-value tax band, and are taxed FC13,600 annually. While less resource-intensive to administer, simplified tax instruments can be regressive (Bergeron et al. 2023), and perceived as unfair (Robinson 2022). This paper explores the provincial government’s attempts to rely on machine learning and computer vision models to create a property tax roll that could be used to improve the progressivity of the property tax.

4 Data

4.1 Property values

To train our machine learning and computer vision algorithms, we use information on the value of 1,654 properties randomly chosen from the 4,246 properties in the baseline sample of Balan et al. (2022). Six land surveyors from the cadastral services of the provincial government of Kasai-Central were in charge of assessing the market value of each of these properties, based on information collected during in-person appraisal field visits conducted between August and September 2019.11

---

10 Or roughly US$2 (as of 2019).
11 The relatively small number of land surveyors involved in the appraisal field visits prevents us from studying heterogeneity by land surveyors.
Four land surveyors from the Cadastral Division of the provincial government of Kasai-Central conducted the in-person appraisal visits. Only the outside of the property was visited to avoid bias due to property owners refusing the visit. During appraisal visits the land surveyors collected information on the neighbourhood of the property (commune, quartier (neighbourhood), localité (locality), street), size of the plot, size of each construction, materials used for each construction, depreciation of these materials, and number of fruit trees on the property. This information was recorded by the land surveyors on an administrative form, *Procès Verbal de Mesurage et de Bornage*, which the land surveyors filled out during the appraisal visits (see Figure 4.1).

**Figure 4.1 Document measuring property characteristics (*Procès Verbal de Mesurage et de Bornage*)**

Source: Authors own from project. Notes: This form was used by land surveyors to collect information on property characteristics. Land surveyors filled in the information based on the responses of property owners, and their own measurement of the dimensions of the property. The land surveyors collected information on the neighbourhood of the property (commune, quartier (neighbourhood), localité (locality), street), size of the plot, size of each construction, materials used for each construction, depreciation of these materials, and number of fruit trees on the property.

---

12 A commune is a level of administrative division in Kananga. There are five communes in Kananga - Kananga, Katoka, Lukonga, Ndesha and Nganza.
The two principal managers of the Cadastral Division of the provincial government, the general director and technical director, supervised the work of the four land surveyors. They were also in charge of estimating the market value of each property, based on the information collected by land surveyors during appraisal visits and reported on the *Procès Verbal de Mesurage et de Bornage*. To facilitate their work, they were also shown pictures of the property taken by enumerators who accompanied the land surveyors during the in-person appraisal visits. The general director and technical director of the Cadastral Division are experts in assessing the market value of properties in Kananga, and, due to their expertise, are often hired by banks to estimate the property value of clients interested in applying for a mortgage, using their property as collateral.

Properties were randomly selected from the baseline sample of Balan et al. (2022). Hardly any of the owners selected for an in-person appraisal visit by a land surveyor refused the visit. Property owners were informed that they would receive a document attesting to the value of their property following the appraisal visit, which might have incentivised them to accept the visit and partly explains the low refusal rates. After the land surveyors’ appraisal visit and the managers’ subsequent estimate, the owners of visited properties received a *Procès Verbal d’Expertise*, shown in Figure 4.2. This document was signed by the technical director of the Cadastral Division, and officially attested the value of the property estimated by the agents of the Cadastral Division. The attestation of the property’s value was valuable to property owners who were interested in selling, or applying for a bank mortgage using their property as collateral.

**Figure 4.2 Document with property valuation given to respondents**

![Document with property valuation given to respondents](image)

*Source: Authors own from project. Notes: This document was provided to respondents whose properties were surveyed after their properties had been evaluated by the two expert committees.*
Figure 4.3 gives the distribution of the 1,654 properties in the sample, and shows substantial variation in property values in the city of Kananga. The minimum property value in the sample is US$28, and the maximum US$158,401. The mean property value is US$3,450 (blue dotted line), and the median value is lower at US$940 (red dotted line). The substantial difference in property value between the mean and the median is explained by the fact that distribution of property values is skewed to the left.

**Figure 4.3 Training sample - distribution of property values**

![Distribution of property values](image)

Source: Authors own from collected data. Notes: This figure shows the distribution of property values for the 1,654 properties in the training sample. The value of each property is estimated by a team of land surveyors during an in-person field visit. The estimation of the property value by the land surveyors is based on six criteria: (i) neighbourhood, (ii) property size, (iii) home size, (iv) materials used in the construction of the home, (v) home depreciation, and (vi) number of fruit trees on the property. The median property value in the training sample (US$797) is represented by the vertical red dotted line. The mean property value in the training sample (US$3,125) is represented by the vertical blue dotted line.

### 4.2 Property features

We train the machine learning algorithms using property characteristics from administrative data described in Balan et al. (2022) and Bergeron et al. (2023). During the property registration that preceded the 2018 property tax campaign, tax collectors, accompanied by enumerators from our research team, collected information on the materials used to construct the walls, roof and fence of the main house of each compound in the city. They also recorded the quality of the road on the nearest street, and whether the property was threatened by erosion.\(^{13}\) These variables are described in detail in Panel A of Table 4.1.

---

\(^{13}\) This survey was conducted with every property owner in Kananga 2-4 weeks after the 2018 tax collection campaign ended in each neighbourhood.
### Table 4.1 Features used to train machine learning models

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property latitude and longitude</td>
<td>Materials of the fence (1-4 scale)</td>
</tr>
<tr>
<td>Communes (1-5 indicator)</td>
<td>roof materials (1-4 scale)</td>
</tr>
<tr>
<td>Geographic stratum (1-12 indicator)</td>
<td>roof quality (1-4 scale)</td>
</tr>
<tr>
<td>Panel A:</td>
<td>wall quality (1-7 scale)</td>
</tr>
<tr>
<td>Property</td>
<td>road quality (1-5 scale)</td>
</tr>
<tr>
<td></td>
<td>erosion threat (1-3 scale)</td>
</tr>
<tr>
<td>Panel B:</td>
<td>distance of the property to the city centre</td>
</tr>
<tr>
<td>Distance to infrastructure</td>
<td>distance of the property to the nearest commune building</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest gas station</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest health centre</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest hospital</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest market</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest police station</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest private school</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest public school</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest university</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest government building</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest road</td>
</tr>
<tr>
<td></td>
<td>distance of the property to the nearest ravine</td>
</tr>
<tr>
<td>Panel C:</td>
<td>K-Fold target encoded geographic stratum property value</td>
</tr>
<tr>
<td></td>
<td>K-Fold target encoded neighbourhood property value</td>
</tr>
<tr>
<td></td>
<td>average property value in a 200 m radius</td>
</tr>
<tr>
<td></td>
<td>average property value in a 500 m radius</td>
</tr>
<tr>
<td></td>
<td>average property value in a 1 km radius</td>
</tr>
<tr>
<td></td>
<td>average price of the 3 nearest properties</td>
</tr>
<tr>
<td></td>
<td>average price of the 5 nearest properties</td>
</tr>
</tbody>
</table>

**Source:** Authors own from collected data. Notes: This table shows the features used to train the machine learning models. The property features in Panel A come from the registration and midline surveys of Balan et al. (2022) and Bergeron et al. (2023). They also leverage administrative data about the boundaries of the five communes of Kananga and the geographic strata used in Balan et al. (2022), which are smaller geographical units than the communes. Distance to infrastructure in Panel B is computed as the crow flies between the GPS location of the compound and the nearest infrastructure of each type collected during the city-wide infrastructure census conducted by the enumerators in September 2019. The value of nearby property features in Panel C are computed using the sample of 1,654 property values assessed by government land surveyors during in-person visits conducted in August and September 2019.

### 4.3 Geographic features

We also train our machine learning algorithms using geographic information:

**Distance to infrastructure.** In September 2019 staff from the provincial government, accompanied by enumerators from our research team, conducted a city-wide infrastructure survey. This recorded the GPS location of the following types of infrastructure in Kananga: hospitals, health centres, public schools, private schools, universities, markets, gas stations, police stations and government buildings (communal, provincial and national). Figure 4.4 shows a satellite map of Kananga containing the GPS location of each type of infrastructure. Additionally, administrative maps of the city’s main roads, and areas subject to severe erosion, were digitised. For each type of infrastructure, we compute the distance of each

---

14 One limitation of this data is that it only records the location of each type of infrastructure, and does not contain any information on the quality of each type of infrastructure.
compound in the city to the nearest infrastructure using the GPS location of every compound collected during the property registration preceding the 2018 property tax campaign, described in Balan et al. (2022) and Bergeron et al. (2023). These variables are described in detail in Panel B of Table 4.1.

Figure 4.4 Location of important infrastructure

Value of nearby properties. We also train our machine learning algorithms using information about the market value of nearby properties. This information comes from the previously mentioned sample of 1,654 properties, whose market value was directly assessed by land surveyors during in-person appraisal visits. We compute the average property value assessed by land surveyors in each geographic stratum used in Balan et al. (2022), and in each neighbourhood of the city. Because property values can vary at a very local level, we go beyond neighbourhood information and compute the average property value assessed by land surveyors within a 200 m, 500 m, and 1,000 m radius, and the value of the three or five nearest properties assessed by land surveyors. The importance of these features in predicting property value (see Figure 5.1) implies that relying on finer geographic information to predict property values, such as machine learning or area or points-based methods, could considerably improve the predictiveness of property valuation methods. These different measures of the value of nearby properties are summarised in Panel C of Table 4.1.

15 The goal of the door-to-door property registration visits was to construct a complete property tax roll for the city of Kananga, as described in Balan et al. (2022) and Bergeron et al. (2023).

16 This approach is in line with simplified property valuation methods, such as points-based valuation, which often add or subtract points based on neighbourhood.
4.4 Missing values

Missing data is a recurrent issue in classical econometrics models (Tobin 1958). With missing values, non-parametric machine learning models perform better than parametric models. While we tried different solutions to account for missing values, such as k-nearest neighbours imputation, multiple correspondence analysis imputation, and out-of-range imputation, we report results that rely on the ‘missingness incorporated in attributes’ method (Twala et al. 2008), which has been shown to outperform other methods (Josse et al. 2019).

4.5 Property photographs

We rely on pictures of all the properties in Kananga to train our computer vision algorithms. Staff from the provincial government, accompanied by enumerators from our research team, took these pictures during the property registration that preceded the 2018 property tax campaign. Examples of property photographs are shown in Figure 4.5. Panel A shows the picture of a property built with non-durable material (e.g. mud brick), representing 89 per cent of properties in Kananga. Panel B shows the picture of a property built with durable material (e.g. cement), corresponding to the remaining 11 per cent of properties in Kananga.

Figure 4.5 Example of property photographs

A Low-value band property

Source: Authors own photo.

B High-value band property

Source: Authors own photo. Notes: This figure shows pictures of a property built with non-durable materials, such as mud bricks (Panel A), and a property built with durable materials, such as cement (Panel B).

5 Machine learning

In this section, we use machine learning methods trained on the market value of a sample of 1,654 properties (section 4.1), and property, geographic and nearby property features of all properties (sections 4.2-4.3), to obtain predictions of the market value of all properties in Kananga with the highest possible out-of-sample accuracy.
5.1 Methodology

Machine learning (or rather ‘supervised’ machine learning) revolves around the problem of prediction: we want to predict the value of a target variable $y$ using a set of features $x$. For example, in our case, $y$ is the market value of a property, and $x$ is a vector of property characteristics. Machine learning aims to find functions of $x$ that predict $y$ well out-of-sample. Out-of-sample accuracy is a different objective than parameter estimation, which aims to find the relationship between $y$ and $x$ that maximises in-sample accuracy. To maximise out-of-sample accuracy, a machine learning algorithm will take a loss function $L(y', y)$ as input, and look for a function $f'$ that has low expected prediction loss $E_{xy}L(y', y)$ on a new data point from the same distribution.

Machine learning is appealing for its high dimensionality (flexible functional forms can fit varied data structures). But high dimensionality also means many possibilities. To find functions that work well out-of-sample, machine learning requires regularisation (sometimes called ‘hyperparameter optimisation’, ‘hyperparameter tuning’, or ‘tuning the algorithm’). This is typically done by splitting the data into a training set and a test set. The training set is used to train the algorithms’ parameters, and the test set is used to assess the out-of-sample performance of the trained algorithm.

A k-fold cross-validation approach is often used with small datasets (Stone 1974; Geisser 1975; Schaffer 1993). With k-fold cross-validation, the data is first partitioned into k equally-sized subsamples or folds. Subsequently k iterations of training and validation are performed, so that within each iteration a different fold of the data is held out for validation, while the remaining k-1 folds are used for learning. When selecting a model, k-fold cross-validation aims to reduce the amount of bias caused by a particular choice of validation set (Refaeilzadeh et al. 2009). Given that our sample of property value is small, we use k-fold cross-validation to tune our machine learning algorithms, and compare the out-of-sample performance of different machine learning algorithms.

5.2 Algorithms

Each machine learning model has well-known advantages and drawbacks (Hastie et al. 2001). However, the advantage of using machine learning is that it allows us to compare the performance of different models by assessing their out-of-sample accuracy. We trained the following type of algorithms, and tested their out-of-sample accuracy using 10-fold cross-validation:

1. Penalised linear models (LASSO, Ridge, elastic net). Penalised linear models, such as LASSO (Tibshirani 1996), Ridge (Hoerl and Kennard 1970), and elastic net (Zou and Hastie 2005), are widely used by econometricians. They rely on constructing a linear model that is penalised for having too many variables in the model. These models are also known as shrinkage or regularisation methods.

2. Kernel models (Support Vector Machine (SVM) and Support Vector Regression (SVR)). SVM, and its regression equivalent, SVR, usually perform well on small datasets due to their non-parametric nature and the flexibility of kernel functions (Bierens 1987). A kernel is a feature map of the input data to a higher dimension space. While data may not be
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17 Regularisation is a complex procedure that requires relying on existing research with each algorithm, but also on experience and intuition - especially for complex models, such as boosting, which typically have more than 70 parameters to tune.
linear on the original input space, moving to a higher dimension space may help find a linear line with best fit. With SVR, the linear regression function is fit into the kernel space, and often turns out to be a non-linear function in the original input space. We test the most commonly used kernels: Linear and Radial Basis Function (RBF).

3. Regression trees and forests. Regression trees (Breiman et al. 1984), and their extension, random forests (Breiman 2001), are effective at flexibly estimating regression functions in settings where out-of-sample predictive power is essential. They are considered to have good out-of-the-box performance without requiring much regularisation.

4. Boosting. Boosting is a general-purpose technique that aims to improve the performance of simple supervised learning methods. In the context of tree-based models, boosting works as tree ensembles that are grown sequentially, with a new tree fitted on residuals of the previous model. Trees are not fully grown, and are considered ‘weak learners’. The combination of multiple rounds of sequential weak learners has been shown to deliver a ‘strong learner’, characterised by high predictive performance (Schapire and Freund 2012).

5. Ensemble modelling. Another key feature of the machine learning literature is that it is possible to use model averaging and ensemble methods (Dietterich 2000). In many cases, a single model or algorithm does not perform as well as a combination of different models, averaged using weights obtained by optimising out-of-sample performance. We use a combination of boosting models with loss functions that depend on the property type.

5.3 Performance evaluation metric

Panel A of Table 5.1 assesses the out-of-sample accuracy of each machine learning model using the usual statistics from the property valuation literature (MAE, MAPE and percentage of the predicted values that fall within 20 per cent or 50 per cent of the land surveyor value) computed using 10-fold cross-validation. Column 1 reports the Mean Absolute Error (MAE), the average absolute difference between the target and the predicted value. It is a standard evaluation metric for regression models, and has the advantage of penalising large errors and being robust to outliers. Column 2 shows the Mean Absolute Percentage Error (MAPE), defined as the average absolute difference between the target and the predicted value, expressed in percentage of the actual value. The MAPE is also commonly used as an evaluation metric for regression models, due to its scale-independency and interpretability. However, its main drawback is that it can produce infinite or undefined values when the predicted value is close to zero. Columns 3-4 report results when using the share of predictions within a 20 per cent or 50 per cent band of the target value as additional performance evaluation metrics commonly used in the literature that aims to predict property value using machine learning (Bachofer et al. 2020).
Table 5.1 Performance of machine learning and computer vision models

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MAPE</th>
<th>Within 20%</th>
<th>Within 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Machine learning algorithms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear regression</td>
<td>2,687.95</td>
<td>241.33%</td>
<td>11.30%</td>
<td>26.96%</td>
</tr>
<tr>
<td>Elastic net</td>
<td>2,871.15</td>
<td>265.33%</td>
<td>10.87%</td>
<td>27.20%</td>
</tr>
<tr>
<td>SVR - Linear kernel</td>
<td>2,687.95</td>
<td>241.33%</td>
<td>11.30%</td>
<td>26.96%</td>
</tr>
<tr>
<td>SVR - RBF kernel</td>
<td>2,567.45</td>
<td>154.49%</td>
<td>6.40%</td>
<td>21.86%</td>
</tr>
<tr>
<td>Random forest</td>
<td>2,259.19</td>
<td>154.31%</td>
<td>17.83%</td>
<td>41.30%</td>
</tr>
<tr>
<td>Boosting - MAPE loss</td>
<td>2,227.29</td>
<td>55.95%</td>
<td>17.64%</td>
<td>48.88%</td>
</tr>
<tr>
<td>Boosting - MAE loss</td>
<td>1,983.13</td>
<td>116.13%</td>
<td>18.88%</td>
<td>43.23%</td>
</tr>
<tr>
<td>Ensemble modelling</td>
<td>1,912.23</td>
<td>69.57%</td>
<td>22.11%</td>
<td>53.54%</td>
</tr>
<tr>
<td><strong>Panel B: Computer vision algorithms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imagenet pre-training</td>
<td>6,062.46</td>
<td>678.49%</td>
<td>8.29%</td>
<td>15.12%</td>
</tr>
<tr>
<td>Imagenet &amp; pre-training using Glaeser et al. (2018)</td>
<td>5,804.09</td>
<td>1,007.03%</td>
<td>7.32%</td>
<td>16.10%</td>
</tr>
<tr>
<td>Deep feature extraction</td>
<td>2,733.03</td>
<td>98.50%</td>
<td>8.78%</td>
<td>24.88%</td>
</tr>
</tbody>
</table>

Source: Authors own from collected data. Notes: This table assesses the out-of-sample accuracy of each machine learning model used to predict property values in Kananga. In Panel A, we examine the following machine learning algorithms: penalised linear model (LASSO, Ridge and elastic net), kernel models (SVR), regression trees and forests (random forest), and boosting models. In Panel B, we examine computer vision methods that rely on deep convolutional neural networks pre-trained on Imagenet. Column 1 reports the cross-validated mean absolute error (MAE), the average absolute difference between the target and predicted values. Column 2 reports the cross-validated absolute percentage error (MAPE), the average absolute difference between the target and the predicted value, expressed in percentage of the actual target value. Columns 3 and 4 report the cross-validated share of predictions that are within 20 per cent or 50 per cent of the target value, respectively. All the performance evaluations reported in Columns 1–4 rely on 10-fold cross-validation.

5.4 Results

For each machine learning model, we present the results of these performance evaluation metrics using 10-fold cross-validation in Panel A of Table 5.1. The first two rows present the results for penalised linear models: linear regression (row 1) and elastic net (row 2). The next two rows present the results for kernel models: SVR with a linear kernel (row 3) or an RBF kernel (row 4). Row 5 presents the results for a random forest model, and the next two rows show the results when using a boosted tree model with a MAE loss function (row 6) or a MAPE loss function (row 7). The last row shows the result for an ensemble model that uses a boosted-tree model with a MAPE loss for low-value properties (below US$1,000), and a MAE loss for high-value properties (above US$1,000). We test many combinations of hyperparameters for each type of algorithm, and only present the model with the highest out-of-sample performance when using 10-fold cross-validation.

We find that boosted tree models outperform penalised linear models, kernel models and tree models. This is in line with recent studies that have found that boosting models tend to perform better than other machine learning algorithms in a wide range of settings (Schapire and Freund 2012). The model that performs best is an ensemble modelling method that uses a boosted tree model with a MAPE loss function for low-value properties.

---

18 We report results using two different kernels because the choice of kernel typically affects the performance of the SVR algorithm.

19 To differentiate between low- and high-value properties, we fit a random forest classifier that predicts whether a house is worth more than US$1,000 or not.
(below US$1,000), and a MAE loss function for high-value properties (above US$1,000).\(^{20}\) As shown in Panel A of Table 5.1, this ensemble modelling approach achieves a 10-fold cross-validated MAE of US$1,912, a MAPE of 70 per cent and an \(R^2\) of 60 per cent.\(^{21,22}\) Additionally, 22 per cent (respectively 54 per cent) of its predicted property values are within 20 per cent (respectively 50 per cent) of the target value. We will refer to the ensemble modelling approach as our preferred machine learning model in the rest of the paper.

While some studies argue in favour of simple machine learning models instead of complex ones, especially in contexts where properties in the training sample are relatively homogenous (Zurada et al. 2011), it is interesting to highlight that in our context the more complex machine learning algorithms (e.g. random forest or boosting) outperform simpler algorithms (e.g. linear regression and elastic net), plausibly due to the heterogeneity of property quality, disrepair and overall value in Kananga.

5.5 Feature importance

While machine learning models’ predictive performance typically comes at the cost of explainability, we can describe how our preferred machine learning model based its prediction by looking at the features used most often for prediction. Figure 5.1 reports the importance score by attribute for the 15 attributes with the highest importance score. A feature’s importance score measures the number of times a feature is used to split the data across all trees. We find that the value of neighbouring properties (average value of the 3 or 5 nearest properties, average value of properties within 200 m or 500 m, average, minimum and maximum value of properties in the neighbourhood), the location of the property (distance to erosion, distance to nearest road, to city centre or any major infrastructure), and the characteristics of the property (quality of the walls, roof and nearby road) are essential for the construction of the boosted decision trees within the model.

\(^{20}\) Our results also show that the performance of boosting algorithms is greatly affected by the choice of loss function. While the penalty applied to a US$200 error is constant across property value for a MAE loss function, with a MAPE loss function it is high for low-value properties and low for high-value properties. As a result, the prediction procedure with a MAPE loss function will push predictions downwards for low-value properties and upwards for high-value properties.

\(^{21}\) Table 5.1 reports the 10-fold cross-validated MAE (Column 1) and MAPE (Column 2). It also reports the share of predicted properties within 20% of the target value (Column 3) and within 50% of the target value (Column 4). It does not report \(R^2\), which is a common performance evaluation metric in machine learning, but less frequently used than MAE or MAPE when predicting property value. We find an \(R^2\) of 60% for the ensemble modelling approach.

\(^{22}\) It is important to distinguish between evaluation metric and loss function. The evaluation metric is the function used to estimate the out-of-sample performance of the trained algorithm. The loss function is the function used by the algorithm to decide tree splits (in the case of random forest or tree-based boosting). Often, choosing a loss function similar or close to the evaluation metric will lead to the best results, but this may not always be the case. In our sample, for example, properties with a value below US$1,000 are predicted more accurately when a MAPE loss function is used according to the MAE evaluation metric. This is due to the way the penalty is applied using the loss function, hence choosing the right loss is critical.
6 Computer vision

In this section, we use computer vision methods trained on the market value of a sample of 1,654 properties (section 4.1), and property features extracted from pictures of all properties in Kananga (section 4.5), to obtain predictions of the market value of all properties in Kananga with the highest possible out-of-sample accuracy.

6.1 Convolutional neural networks

Computer vision is a sub-field of machine learning that seeks to develop techniques to help computers understand the content of digital images, like photographs. Images are a complex form of data for an algorithm to handle – they have large dimensionality and are challenging to interpret. A human eye sees forms and context, but a computer processes a coloured image as a superposition of matrices – one for each primary colour (red, green and blue) – with each element being the strength of the colour.

Most computer vision algorithms first create filters based on the images – a vast literature on signal processing discusses the extensive range of existing filters (Oliva and Torralba 2001; Dalal and Triggs 2005) – to maximise the signal to extract from each image. A computer vision algorithm then learns the important features from these filters in the training sample, and predicts the label in the test sample.

Until recently, Support Vector Machine or SVM (Vapnik 1998; Scholkopf and Smola 2001), was considered the state-of-the-art methodology when analysing high-dimensional images. However, deep learning methods have been shown to outperform SVM methods for computer vision problems (Voulodimos et al. 2018). In particular, Convolutional Neural Networks algorithms or CNNs (LeCun et al. 1989, 2010) can learn the essential filters to
process the image before predicting the label based on the image. As a result, they tend to outperform SVM algorithms for most computer vision problems.

6.2 Convolutional neural networks with a small training sample

CNNs typically have more than 1 million hyperparameters, and require large-scale training data. Our dataset is small, with 1,654 property photographs in the training sample. While directly training a deep CNN on such a small training sample is not feasible, several alternative approaches can be used:

1. Shallow CNN. In principle, we could train a shallow CNN model with a small number of layers. The network would be trained solely on our data, and would be tailored to the task of predicting property value. However, the strength of CNNs resides in their ability to extract information from a large number of layers, and shallow CNNs perform poorly in our context due to the small number of property photographs.

2. Transfer learning on a deep CNN. Another solution is to use transfer learning, which consists of selecting a deep CNN that has already been trained on a similar task, and fine-tuning the hyperparameters model using our data (Zhuang et al. 2021). We select the VGG16 (Simonyan and Zisserman 2015) CNN, which loads weights pre-trained on ImageNet (Deng et al. 2009). We implement a version that fine-tunes the last layer with our property photographs. We also implement a version that fine-tunes the 16 top layers using large-scale property prices and pictures data for the city of Boston from Glaeser et al. (2018), and then fine-tunes the last layer with our property photographs.

3. Feature extraction using a deep CNN. Another solution for small training samples is to use a CNN as a ‘feature extractor’ (Dara and Tumma 2018). With CNNs, the last layer of the regression network takes input from many neurons of the previous layer and outputs the target value. Instead, we can use the features created by the neural network from the previous layers, de-noise these features using a principal component analysis, and use them in a standard SVR algorithm. This approach leverages that CNNs are good at extracting features from images, which can be captured at a high-level layer of the network and used in another model to predict the target variable of interest.

6.3 Image pre-processing

Before getting pictures through the networks, it is necessary to pre-process them. First, we resize the picture, so they have the same format as the network input size. When an image is rectangular instead of square, we reformat it to be square-shaped along the smallest image axis. We also normalise the images to fit the distribution of images on which the network is trained. Image data augmentation is performed by introducing a random horizontal flip of the picture as it goes through the network. A horizontal flip does not have much effect to the human eye. However, it changes the disposition of artifacts on the picture, which helps the computer learn better.

6.4 Results

We present the results for the CNN algorithms in Panel B of Table 5.1. Algorithms that use deep CNNs for feature extraction outperform algorithms that leverage transfer learning on a...
deep CNN. As shown in Panel B of Table 5.1, CNNs that use transfer learning achieve at best a 10-fold cross-validated MAE of US$5,804, a MAPE of 678 per cent. In contrast, the algorithm that relies on a deep CNN for feature extraction achieves a MAE of US$2,733, a MAPE of 98.50 per cent. As a consequence, we refer to the later approach as our preferred computer vision model in the rest of the paper.

Overall, computer vision algorithms perform less well than machine learning models in our context. Our preferred machine learning model achieves a MAE of US$1,912 and a MAPE of 70 per cent, which is lower than the MAE of US$2,733 and MAPE of 98.50 per cent obtained by our preferred computer vision model. The lower performance of computer vision algorithms could be explained by two factors. First, the training sample might be too small to make the most out of computer vision algorithms. High performing networks are typically trained on millions (Deng et al. 2009), or at least tens of thousands, of images (Naik et al. 2014; Glaeser et al. 2016; Naik et al. 2017; Glaeser et al. 2018). Second, property photographs in Kananga have a lower resolution, and it is possible that less information can be extracted from these pictures than from Google Street View photographs, which are typically used to predict property value (Glaeser et al. 2018; Law et al. 2019), neighbourhood safety (Naik et al. 2014), neighbourhood income (Glaeser et al. 2016), or changes in neighbourhood appearance (Naik et al. 2017) in high-income countries.26

Overall, we interpret the results as suggesting that more complex computer vision methods trained on features extracted from property pictures underperform relative to simpler machine learning methods trained on property characteristics from administrative data, especially when the training sample is small, and little information can be extracted from the property photographs.

7 Comparison with other studies

Machine learning and computer vision algorithms perform less well in our context than in high-income settings. For example, Bency et al. (2017) predict house prices in London, Birmingham and Liverpool using geospatial data combined with data extracted from satellite imagery and a large house price dataset. The CNN algorithm with the highest performance achieves an $R^2$ of 90 per cent. By contrast, our preferred machine learning model achieves a much lower $R^2$ of around 60 per cent in our setting. This is hardly surprising, since studies that use machine learning methods to predict property value in high-income settings typically have access to more extensive training datasets and richer features (Chopra et al. 2007; Bency et al. 2017; Glaeser et al. 2018; Law et al. 2019).

However, our results are comparable to studies that estimate property value in low-income settings. Ali et al. (2018) combine high-resolution satellite imagery with information on sales prices, targeted surveys and routine statistical data to predict property values in Rwanda, and find an $R^2$ of around 56 per cent when using a simple hedonic regression of property value on property characteristics using Ordinary Least Squares (OLS).27 Similarly, Franklin

26 The pictures of properties taken in Kananga have a lower resolution, they are typically not centred on the property, and might contain trees, objects or people. Additionally, it is mechanically harder to infer property value from pictures in low-income contexts. Because properties have lower values, fewer characteristics can be learned from property photographs.

27 Property characteristics include district, area in m$^2$ by district, and volume of buildings in m$^3$ by district.
(2019) uses hedonic regressions of observed rent on apartment characteristics in Addis Ababa, Ethiopia, and finds a higher $R^2$ of around 85 per cent.\textsuperscript{28}

More specifically, our results are similar to other studies that use machine learning to estimate property values in low-income settings. Bachofer et al. (2020) use maximum relevance and minimum redundancy model (Peng et al. 2005) to predict property values per m$^2$ in Kigali, Rwanda. They train their algorithms using several sources of information, including geospatial data, remote sensing data and house price data. Their best algorithm results in a cross-validated $R^2$ of 45.8 per cent, and 24.5 per cent of the predicted values per m$^2$ are within 20 per cent of the target value. Knebelmann et al. (2023) use elastic net regression models trained on a sample of 4,448 property market values provided by assessors, combined with information on property sections, total built area and number of floors, to predict the annual rental value of properties in Dakar, Senegal. The best performing algorithm results in a cross-validated $R^2$ of 87 per cent, and 54.2 per cent of the predicted values per m$^2$ are within 30 per cent of the target value.\textsuperscript{29}

Despite our sample of property values being much smaller – 1,654 property values vs. 7,445 in Bachofer et al. (2020) and 4,448 in Knebelmann et al. (2023), and our label being harder to predict – property value in US$ vs. log price per m$^2$ in US$ in Bachofer et al. (2020) and log annual rental value in Knebelmann et al. (2023), we find results that are similar to Bachofer et al. (2020) and slightly underperform Knebelmann et al. (2023), with an $R^2$ of 60 per cent and 22.1 per cent of the predicted values that are within 20 per cent of the target value (Table 5.1). We interpret these results as suggesting that machine learning methods can be successfully used to construct a property tax roll, even in contexts where the government has access to a small number of assessor valuations and limited information about property characteristics.\textsuperscript{30}

8 Conclusion

Developing countries often lack the financial resources to provide public goods. Property taxation has been identified as a promising source of local revenue, because it is relatively efficient, captures growth in real estate values, and can be progressive. However, many governments of low-income countries do not collect property taxes effectively due to absent or incomplete property tax rolls.

We propose to use machine learning and computer vision to remedy this issue, and, as an illustration, construct a property tax roll for the city of Kananga in DRC, where information about properties is limited, and the government can only collect a small number of property values through direct assessor valuation. We rely on a training sample of 1,654 property values estimated by government land surveyors during in-person property appraisal visits.

\textsuperscript{28} Apartment characteristics include indicators for number of bedrooms (studio, 1, 2, 3+), site fixed effects, block has shop space, block has communal slaughter area, distance from roads, basic quality of finishing.

\textsuperscript{29} The cross-validated $R^2$ increases to 90%, and 59.6% of the predicted values per m$^2$ are within 30% of the target value, when adding a large vector of property characteristics visible from the outside, such as usage (residential, commercial or mixed), type of fence, state of the fence, type of cladding, state of the cladding, cement wall, presence of decorative tiles, quality of doors and windows, landscape improvement, architectural improvement, presence and type of garage, balcony, location with respect to main road, type of road, presence of sidewalk, whether the property is at an angle, and presence of street lights.

\textsuperscript{30} We only have values for about 3.7% of properties in the city (1,654 out of 45,162 properties), which is less than the 5% of properties threshold recommended by Manwaring and Regan (2019) for calibration to be effective.
We combine this data with property characteristics from an administrative property census and features extracted from property photographs, and use machine learning and computer vision algorithms to predict the value of all properties in the city.

Our best machine learning algorithm results in a cross-validated $R^2$ of 60 per cent and 22.1 per cent of the predicted values within 20 per cent of the target value. Computer vision methods trained using features extracted from property photographs perform less well, with only 9 per cent of the predicted values within 20 per cent of the target value. We interpret the results as suggesting that simple machine learning methods trained on property characteristics from administrative data can outperform more complex computer vision methods trained on features extracted from property pictures, especially when the training sample is small and little information can be extracted from the property photographs.

While our best machine learning algorithm performs less well than machine learning algorithms trained on larger training datasets and richer features in high-income settings (Chopra et al. 2007; Bency et al. 2017; Glaeser et al. 2018; Law et al. 2019), it compares favourably to other studies that have used machine learning to predict property values in other low-income settings, such as the city of Kigali in Rwanda (Bachofer et al. 2020) and Dakar in Senegal (Knebelmann et al. 2023).

Overall, we interpret our results as suggesting that machine learning methods can be successfully used to construct property tax rolls in contexts where information about properties is limited, and where the government has limited capacity and resources to measure property values using assessor valuation. While machine learning methods are typically less costly and offer more accurate predictions than other property valuation methods, the added benefit of these methods in terms of accuracy needs to be weighed against the complexity and opacity of these models for taxpayer understanding (Manwaring and Regan 2019). In particular, in contexts where raising tax morale and compliance is important, policymakers should properly trade off accuracy vs. having a tax system that citizens fully understand. We view the effect of different property valuation methods on tax morale, tax compliance and revenue, and tax incidence, as fruitful lines of future inquiry.
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