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Questions

What data is available on the levels and sources of financing from China to developing countries for the purchase of digital surveillance technologies?

Is there evidence that digital surveillance technologies bought from Chinese companies contribute to authoritarian control in developing countries?
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1. Summary

In short, there is evidence to show that Chinese companies, with some state credit backing, are selling digital surveillance technologies to developing countries, which are then sometimes used in authoritarian practices. However, there is little direct evidence to show that surveillance technologies sold by Chinese companies have more authoritarian potential than the technologies sold by non-Chinese companies.

Q1 - data available on the spread and financing of surveillance technologies in developing countries.

Some researchers define “surveillance technologies” as including any form of digital infrastructure. There is data to show that developing country governments are contracting Chinese companies to build digital infrastructures, such as mobile phone networks, fibre optic cables, satellites, or data centres. Two studies on Africa show that the Chinese entities most involved in such projects are EXIM bank, Huawei and ZTE, with an estimated total loan value in Africa of around US$7-9 billion.

Other researchers define “surveillance technologies” as smart city projects. It is estimated that in 2019, Chinese smart city technologies have been purchased in over 100 countries worldwide. Other researchers look at more specific elements of smart cities: There are estimates that the “AI surveillance” components of smart cities have been purchased in 47-65 countries worldwide, and the “data integration” security platforms in at least 80 countries. Financing data on smart cities was not found, although there are some estimates of credit extended to purchasers by one Chinese firm Huawei. These estimates range from US$3 - 30 billion.

None of these figures imply anything about how these technologies are used. The “dual use” nature of these technologies means that they can have both legitimate civilian and public safety uses as well as authoritarian control uses.

Q2 - evidence of these technologies contributing to authoritarian control in developing countries.

There is evidence of some governments in Africa using Chinese surveillance technologies to spy on political opponents and arrest protesters. There is also evidence of training provided by Chinese companies related to smart city surveillance technologies, but little detail about what it covers. Some authors say that some Chinese smart city projects are actually not very effective, but still provide governments with a “security aesthetic” - the appearance of control. Research also shows that Chinese smart city technologies have been sold mostly to illiberal regimes.

However, in the wider context, there is also ample evidence of non-Chinese surveillance technologies contributing to authoritarian control in developing countries, including being used to spy on political opponents and protesters. There is also evidence that UK companies sell surveillance technologies to mostly illiberal regimes.

Some reports consulted for this rapid review imply that Chinese surveillance technologies are more likely to be used for authoritarian control than those sold by non-Chinese companies. This analysis is largely based on circumstantial rather than direct evidence. They rely on prior
judgements about the following issues, which are themselves subject to ongoing enquiry in the literature:

- **The nature of the Chinese tech companies**: particularly related to the expertise gained by involvement in the well-documented human rights violations of the Uyghur population, in addition to the levels of political influence within the companies.

- **The nature of overseas Chinese investment which emphasises the sovereignty of the nations they invest in**: This means that the current nascent European efforts to regulate the export of surveillance technologies may be unlikely to be replicated by China.

- **The relatively generous nature of Chinese financing** which may enable more developing countries (some with authoritarian tendencies) to buy surveillance technologies than would otherwise be the case.

Almost all of the reports consulted for this rapid review say that the most important factor determining whether governments in developing countries will deploy a particular technology for repressive purposes is the quality of governance in the country. No reports were found in the literature reviewed of Chinese state pressure on developing countries to adopt surveillance technologies, and there were some anecdotal reports of officials in developing countries saying they did not come under any pressure to buy from Chinese companies. Analyses to explain adoption range from the availability of cheap credit, to the allure of vanity projects. Most say it is a complex mix of factors depending on local context.

**State of the evidence**: There are several reasons why it is difficult to draw firm conclusions on this topic:

1. **The definition of surveillance technologies**: The studies found during the course of this rapid review define “surveillance technologies” differently. Definitions range from large scale digital infrastructures such as mobile phone networks, to automatic analyses of data using artificial intelligence (AI), to the use of smart city platforms which integrate the data collected with other government databases. Some of these describe hardware, and some of them data management processes, and they all overlap to some degree.

2. **The data**: It became apparent during the course of this rapid review that re-citations of figures with no clear origin is common in media and even academic writing. Particular care was therefore made to clarify the provenance of the data found. In general, the data on both smart cities and digital infrastructures are approximate for the reasons set out in more detail in the following sections.

3. **The definition of evidence**: Different authors have different conceptions of what constitutes evidence. For example, authors and readers may or may not consider the existence of Chinese state documents on “information sovereignty” to be evidence that the Chinese state is pursuing a grand international strategy of digital authoritarianism. Similarly, some may decide that examples of Chinese tech companies working with Chinese government departments means that they are implementing a grand strategy overseas. While the authors with the most experience of this topic say that the reality is much more complicated, judgements about the nature of evidence can be politicised.

A different strand of research looks at the influence of the Chinese government on privacy regulations and internet standards around the world, which is beyond the scope of this review.
2. Wider investment and financing context of Chinese companies in developing countries.

The ‘Digital Silk Road.’

The “Digital Silk Road” (DSR) was introduced in 2015 by an official Chinese government white paper as a component of Beijing’s Belt and Road Initiative (BRI). Greene and Triolo (2020) describe it as more of a brand for virtually any telecommunications or data-related product sales by China-based tech firms than a coherent, top-down policy.

Greene and Triolo (2020) note that Chinese tech firms were building telecommunications infrastructure all over the world well before the DSR policy was announced. They say that more recently, as global tech investment is increasingly framed in geopolitical terms, there are signs that the Chinese central government is exercising more influence over Chinese tech firms, and a more joined up policy on internet standards as well as foreign tech investment.

The DSR is part of the "Belt and Road Initiative" (BRI). Considered the centrepiece of the Chinese leader’s Xi Jinping's foreign policy, the BRI is essentially a policy of infrastructure investments in around 70 countries (including many developing countries) along the historical land and sea trading routes Westward. According to a 2015 Chinese government white paper, the BRI has three components: transport infrastructure, energy infrastructure, and ICT infrastructure. A further policy document articulates a need for "bilateral cross-border optical cable networks at a quicker pace, plan transcontinental submarine optical cable projects, and improve spatial (satellite) information passageways to expand information exchanges and cooperation" (State Council, 2015 in Tugendhat and Voo, 2021).

The mixture of state and private financing and policy objectives.

BRI policy characterises the Chinese government as a “partner” rather than a “donor” in its economic engagement with developing countries, emphasising a “win-win” cooperation of “mutual benefit” (State Council, 2011 in Wang, 2013). In practice, this “mutual benefit” means that Chinese infrastructure financing in developing countries encompasses a mixture of grants, concessional loans and market-rate loans – sometimes all within one project. It also means that the majority of its projects require the use of Chinese companies and experts (Bräutigam, 2011).

This can be distinguished from overseas foreign direct investment (OFDI) by Chinese companies. In general, many of the Chinese companies investing overseas are state-owned enterprises (Kamal et al., 2019), although it has been noted by some scholars that state control over investment decisions through the National Development and Reform Commission (NDRC) has relaxed in recent years (Chalmers and Mocker, 2017). Other ostensibly private Chinese companies have access to relatively large amounts of credit from the domestic state banks, such as the China Development Bank, for their domestic and foreign operations.

In China, most private companies have a Chinese Communist Party (CCP) Committee embedded within them. Official Chinese Chamber of Commerce figures show that 92.4% of the country’s top 500 private enterprises have CCP committees in them, and 48.3% of all private firms (Thomas, 2020).
The degree of control by the CCP in private firms generally is a matter of debate, and unlikely to be uniform (Thomas, 2020). As tech firm activities have become implicated in geopolitics and gained significance in the domestic market, there are **indications that the CCP is seeking more influence over these private companies**. This goes beyond embedding CCP committees to include anti-monopoly legislation and the public castigation of the country’s most visible tech billionaire, Jack Ma (Carr and Liu, 2021).

### 3. Data on Chinese ICT infrastructure projects.

Some authors characterise any kind of Chinese ICT infrastructure to be a form of surveillance technology. Chinese companies have been involved in developing basic telecommunications and internet infrastructure by laying undersea cables and rolling out broadband in countries where such infrastructure is either underdeveloped or non-existent.

One of most well-publicised issues of recent years has been with Chinese company **sales of 5G** - the fifth generation of cellular network technology and the basis for other technological advances, including Smart Cities and the Internet of Things. It was concerns about the security implications of Chinese-made 5G networks that instigated a backlash against Huawei particularly in some European countries and the US. In this case, the concerns were related to state espionage and potential coercion if leaked data is used to blackmail political elites in those states (Bartholomew, 2020; Taylor, 2019; Kurlantzick and West, 2020).

Other types of digital infrastructure hardware, like China’s BeiDou navigation **satellite network**, are also sometimes implicated as a surveillance technology (Hillman, 2021, Chapter Six).

### Datasets on Chinese ICT projects.

There are some large datasets that include the funding and spread of Chinese-made ICT technologies, but the data is not definitive.

The Chinese government or banks do not systematically release data on the loans they offer to individual overseas borrowers (Acker and Brautigam, 2021, p.2). In that absence, such data is **collected by research teams at various university institutes** and think tanks, mostly based in the US. It is a mammoth, ongoing task, and **some data sources are better than others**.

The better resourced AidData and CARI (China Africa Research Initiative) flag when data is “vague” and distinguish between MOUs, loan commitments and actual implementation. Both datasets are based on media reports, publicly available Chinese government documents, contractor websites, fieldwork, and interviews.

The China section of AidData contains records across all sectors for 13,427 projects worth US$843 billion covering 165 countries from 2000 to 2017. It allows for searches of different phases of project implementation including official loan commitments, projects in implementation, completion and those cancelled.

The **China Africa Research Initiative (CARI)** contains 1,141 signed loan commitments worth US$153 billion with African governments between 2000 and 2019. “Loan commitments” are the formal signing of a loan contract after an MOU, but do not represent actual disbursements.
Researchers from the initiative say that it is rare that loan commitments do not go ahead once signed (Acker and Brautigam, 2021).

The Australian Strategic Policy Institute (ASPI) database on Chinese tech giants’ overseas operations is more accurately described as a collection of summaries of media reports and other documents ranging from reports of MOUs to actual deals. It contains thousands of entries on 24 Chinese tech companies, an associated interactive map and analysis in reports.

The Center for American Progress dataset provides information “of all ‘iron triangle’ deals involving Huawei, Chinese state banks, and buyers outside China” (Hart and Link, 2020, p.10). It states that it builds on the above databases, China-Africa Research Initiative, AidData (Hart and Link, 2020, p.32), but strips the entries of any of the metadata provided by these institutes, so that it is difficult to judge what they represent.

A few random cross-checks were made on these data sources during the course of this rapid review with some discrepancies. For example, in the report associated with the ASPI database (Cave et al., 2019, p.11) a cited newspaper report about a US$500 million loan facility from the Chinese government to a Zimbabwean telco becomes in the text a loan of US$500 million. The same deal is recorded in AidData as US$300 million loan that is still in the pipeline.

There will always be inevitable discrepancies in such a large, ongoing task, but they are important to recognise when tables of figures, or interactive maps offer the reader the illusion of definitive data.

Chinese ICT projects in Africa.

This rapid review found two research papers which aggregate data on Chinese ICT projects in Africa, including some estimates about financing. They both show that Huawei and ZTE have the most involvement in these types of projects. One of the studies puts Chinese “loan commitments” to African countries at US$8,947 million (2000-2014) (Tugendhat and Voo, 2021), the other study puts “ICT aid projects” at US$7.13 billion for Africa over the same period (Wang, 2020). Both say that most loans and credit comes via EXIM bank.

Using the CARI database, Tugendhat and Voo (2021) extracted a subset of loans related to the construction of digital infrastructure, including satellites, fibre networks, data centres, video surveillance, and e-government projects.

Some headline findings are:

- Authors identified 90 Chinese “tech infrastructure” loans between 2000 and 2019. Of these loans, 74 were taken out by African government ministries and 16 by private companies or state-owned enterprises (SOEs) in Africa.

Figure One: Chinese Technology Infrastructure Loans by Country (US$ Millions, 2000-14)

This Graph has been removed for copyright reasons. It can be viewed at https://static1.squarespace.com/static/5652847de4b033f56d2bdc29/t/610844c1b59c8123f42a0ce/162791842061/1/PB+60+-+Tugendhat+and+Voo++China+Digital+Silk+Road+Africa.pdf
The main sources of finance for these loans were: China’s EXIM Bank, Huawei, and ZTE, with roughly 55 percent of lending coming from China’s EXIM Bank.

Huawei was the largest contractor involved in Chinese financed technology projects in Africa both by number of loans and by value of loans.


Some of the findings on spread and financing of these projects include:

- **African countries with the highest number of projects**: Zimbabwe (n = 18), Nigeria (n = 12), Zambia (n = 9), Tanzania (n = 9), and Ghana (n = 9).

- **The five countries that received the highest aid amount** (in U.S. dollars) were Nigeria (US$1.65 billion), Zimbabwe (US$822.2 million), Ethiopia (US$822 million, with one project), Tanzania (US$688 million), and Côte d’Ivoire (US$402 million, with two projects) (Wang, 2020, p.1504).

Note the difference between these figures and those cited above in Figure One by Tugendhat and Voo, 2021 which lists the top five countries as: Ethiopia, Nigeria, Angola, Tanzania, and Cote d’Ivoire for the same period.

Wang (2020) further notes:

- Huawei (n = 34) and ZTE (n = 23) were the **top two implementing agencies**.
- The **top three funding agencies** were EXIM (40 projects), Huawei (37 projects), and ZTE (26 projects).
- A total of **125 agencies from 44 countries** participated in ICT aid projects. Of those, 57% were SOEs (n = 71), 22% were private companies (n = 28), and 21% were government agencies (n = 26).


Other scholars focus more specifically on “smart cities” to determine the use of surveillance technologies.

“Smart cities” is the loosely defined category given to projects which employ a number of different technologies to collect and share previously unavailable or unconnected datasets about
various municipal operations, such as traffic patterns or for public safety (Atha et al., 2020). It can refer to an entire urban ecosystem employing smart cities principles or to the constituent technologies and applications that make up that ecosystem. There is no standard list of “smart city” technologies and applications, and no comprehensive database quantifying Chinese smart city projects abroad (Atha et al., 2020).

Smart Cities as a general category.

In a well-referenced report prepared for the U.S.-China Economic and Security Review Commission (an independent agency of the United States government), Atha et al. (2020) quantify Chinese exports of smart city technologies overseas. They define “smart cities projects” as “any instances of exported technologies, agreements to install systems or equipment, or collaborations on implementation of smart city-enabling technologies abroad” (p.56).

Researchers first compiled a list of the 65 most prominent Chinese firms selling smart cities technologies and systems, then searched the official websites of each of the 65 companies on for reports of smart cities projects in other countries.

They found 398 reported cases of 34 different Chinese firms exporting smart cities technologies in 106 countries. The geographic distribution of these projects is presented in Figure Three below:

Figure Three: Globally Identified Chinese Smart Cities Projects

This figure has been removed for copyright reasons. It can be viewed at https://www.uscc.gov/sites/default/files/2020-04/China_Smart_Cities_Development.pdf

Source: Atha et al., 2020, p.59.

The technologies represented by these findings include surveillance cameras, 5G infrastructure, data centers, mobile payment applications, smart energy meters, parking and traffic management, and integrated control platforms such as emergency response systems and call centers (Atha et al., 2020, p.61).

Different types of smart city collaboration for developing and developed nations:

Examining five case studies, the authors note that in the three developing nations (Malaysia, Ecuador, and Kenya), collaboration with China is more likely to be around “unified security management” projects, while in one developed nation case (United Kingdom) partnerships with Chinese companies were more aimed at ICT infrastructure, security cameras, and municipal services such as smart traffic, streetlamps and waste management. However, in Germany, Chinese companies have been involved in projects to implement integrated smart city platforms.

The authors say that dozens of Chinese companies are involved with smart cities projects globally, but that Hikvision (cameras) and Huawei appear as the largest exporters of relevant products and services. Although they do add that Huawei may be relatively over-represented in their dataset as they provide the most publicly available information on their smart city projects compared to other Chinese companies.

This report does not attempt to quantify the financing for these smart city projects,
“AI surveillance” component of smart cities.

One study details the global use of “AI surveillance,” including smart city, facial recognition, and smart policing.

Feldstein (2019) developed a global index of “AI surveillance” which includes technologies related to smart city, facial recognition, and smart policing, but excludes “enabling technologies” such as 5G or data centers. Only smart city platforms with a clear public safety focus are included, as opposed to, for example smart street lighting. AI facial recognition refers to cameras which match stored or live footage of individuals with databases, or assess aggregate demographic trends. Smart policing involves data-driven analysis that can be used to make predictions about crime.

The index is built on the content analysis of news articles, websites, corporate documents, academic articles, NGO reports, expert submissions, and other public sources between 2017 and 2019. It does not distinguish between legitimate and unlawful uses of AI surveillance, nor differentiate between countries in terms of intensity of use.

**Headline findings:**

- In 2019, at least seventy-five out of 176 countries globally are actively using AI technologies for surveillance purposes. This includes: smart city/safe city platforms (fifty-six countries), facial recognition systems (sixty-four countries), and smart policing (fifty-two countries). It found that forty-seven countries out of 65 countries studied are deploying AI surveillance technology from China.
- **Technology linked to Chinese companies**—particularly Huawei, Hikvision, Dahua, and ZTE—supply AI surveillance technology in sixty-three countries.
- **Huawei** alone is responsible for providing AI surveillance technology to at least fifty countries worldwide. The author says that “No other company comes close”, but notes that Huawei may have an incentive to highlight its surveillance capabilities compared to other companies.

As a global study, the report also includes data on **AI surveillance technology supplied by U.S. and European firms overseas.** It finds that such technology is present in thirty-two countries. The most significant U.S. companies are IBM (eleven countries), Palantir (nine countries), and Cisco (six countries).

---

**Figure Four: AI Surveillance Technology Origin**

This figure has been removed for copyright reasons. It can be viewed at https://carnegieendowment.org/files/WP-Feldstein-AISurveillance_final1.pdf

*Source: Feldstein, 2019, p.3.*
The report does not attempt to quantify the financing available for AI surveillance technologies. It nevertheless notes that “Chinese product pitches are often accompanied by soft loans to encourage governments to purchase their equipment. These tactics are particularly relevant in countries like Kenya, Laos, Mongolia, Uganda, and Uzbekistan—which otherwise might not access this technology. This raises troubling questions about the extent to which the Chinese government is subsidizing the purchase of advanced repressive technology” (p.2).

Platform components of smart cities.

Another study also collates data on the overseas adoption of “Chinese surveillance and public security technology platforms.”

Greitens (2020) compiled a new dataset on the adoption of “Chinese surveillance and public security technology platforms.” By focusing on “platforms”, she distinshes her data from other studies that may include technologies like Chinese-made closed-circuit television (CCTV) cameras. By contrast, she collects information on the presence of “a data integration and analytics platform that supports one or more high-tech command-and-control centers. The platform collects, integrates, and analyzes data from a wide range of sources, such as criminal records, other government databases, networked surveillance cameras, facial and license plate recognition applications, and other sources” (p.3).

She notes that these projects are often multi-layered, with one company providing the core platform, with additional (Chinese and Western) companies involved in other aspects, extensions, or subcomponents of the project. In addition, project contracts sometimes include technical consulting in addition to sales of platforms themselves.

She derives her data from a search of “corporate, government, and media reporting” in various languages, without elaborating further on her methods.

The report’s headline finding on the spread of Chinese surveillance and public security technology platforms is that they have been adopted in at least 80 countries since 2008.

Reviewing the figures from other reports, Greitens (2020) cites Huawei’s 2018 annual report as claiming its smart city (branded “Safe City”) technologies are in more than 100 countries worldwide - much more than is cited in reports from the Australian Strategic Policy Institute (43 countries) and the Center for Strategic and International Studies (52 countries). She concludes that “because Huawei and other Chinese tech companies have incentives to emphasize or exaggerate the popularity of their technology for marketing purposes, the true number of global adoptions likely falls somewhere between these two sets of estimates” (Greitens, 2020, p.2).

The report does not attempt to quantify any financing arrangements.

5. Data on financing of Chinese ICT projects and smart cities.

In the absence of financing data on Chinese exports of smart city technologies, one report documents loans linked to Huawei’s general ICT projects overseas.
The Centre for American Progress collated a dataset of international “loan-backed projects” involving Huawei (Hart and Link, 2020). As already detailed above, this dataset relies on a number of other databases including CARI and Aiddata. It is not clear which of the data below represents MOUs, signed deals or loan commitments.

It found 99 loan-backed projects across 46 nations, from 1997 to 2019 with a total value of just under US$14.8 billion.

The study breaks down the figures geographically as:

- **Africa**: 57 loans totalling US$4.661 billion, all loans went to government borrowers and state-owned enterprises.
- **Europe**: 14 loans totalling US$4.379 billion. Only one loan involved a government borrower (Serbia); the other 13 loans went to private companies.
- **Asia**: 15 loans, total lending volume of US$2.209 billion, six loans went to government borrowers and nine went to private companies.
- **South America**: Three loans totalling US$1.4 billion to private companies in Brazil.
- **North America**: US$1.375 billion to privately owned telecom operators in Mexico.
- **Middle East**: Three loans to governments and private companies totalling US$375.4 million.
- **Oceania**: US$378.49 million in loans to governments.

The report further states that the China Development Bank has provided Huawei with US$30 billion in global lines of credit: US$10 billion in 2004 and an additional US$20 billion in 2009 (Zhao, 2009, cited in Hart and Link, 2020).

The authors note that a senior Huawei manager contests this figure, and say it only extended US$2.99 billion of the available US$30 billion to its customers (Palmer, 2011, cited in Hart and Link, 2020). The authors further note that this was contradicted by Huawei’s vice chairman of Huawei USA, who claimed that approximately US$10 billion of the credit lines had been used (Hu, 2011, cited in Hart and Link, 2020).

**Comparison of Chinese and non-Chinese ICT financing.**

Most of the reports seen during the course of this rapid review highlight the role of Chinese state-supported financing in accounting for the spread of Chinese surveillance technologies, particularly in the case of Huawei (see Gallagher, 2022, p. 9-10 for discussion).

On the broader question of Chinese state-supported financing for ICT infrastructure deals overseas, some analysts make the point that companies like Huawei share some financing practices with other international ICT companies.

For example, on the practice of “vendor-financed loans”, where telecom companies provide financing to their customers to buy their products, one industry insider notes:

“For decades now, winning wireless infrastructure business has been all about financing the customers. In the early days of the cellular industry in the U.S., when newly licensed operators were just getting started, a common deal offered by a system supplier would
have included all the equipment for the network, at zero upfront cost to the buyer, plus a
generous dollop of additional "working capital" to help the operator get up and running. (I
remember deals that came with “150% financing” – that is, the operator got the whole
network installed “for free” plus 50% of the value in cash to set up the business. To be
paid back over time, as the operator’s own cash flow developed.)…Huawei is following
the industry game plan (Calhoun, 2020).

On export credit and other assistance for telco companies, including Nokia and Ericsson:

“Official data show Swedish export authorities provided some US$10 billion in credit
assistance for Sweden’s tech-and-telecom sector as of 2018; Finland authorized US$30
billion in annual export credit guarantees economy wide from 2017. Huawei’s largest
American competitor, Cisco Systems Inc., received US$44.5 million in state and federal
subsidies, loans, guarantees, grants and other U.S. assistance since 2000 (Yap, 2019).”

It is common practice for all countries to support the export capacities of their domestic
industries, however, these are regulated through international trade norms and practices.

For example, most countries use export credit agencies (trade financing to domestic companies
to facilitate international exports). However, there is “gentlemen’s agreement” at the OECD to
help ensure that “buyers make purchasing decisions based solely on the quality or price of goods
or services, rather than the export credit support on offer” (Thompson, 2020).

Tied aid (concessional loans to developing countries in exchange for agreement to use a
particular company) is being phased out by OECD countries but it is not yet complete (OECD,
2020).

There are anti-subsidy and anti-dumping rules at the WTO (Stojanovic, 2020).

Some potential repercussions of Chinese financing providing cheap credit for digital and
surveillance technologies found in the literature include:

- It may trigger a “race to the bottom” in terms of other countries seeking to do the same,
further indebting developing countries (Klein, 2021).
- It may prove “fiscally unsustainable for China’s government in the long run” (Atha et. al,
2020, p.79).
- Huawei equipment may have more “vulnerabilities” because the company relies on
competitive financing to make sales rather than technological superiority (Calhoun,
2020).

6. Why do developing countries buy surveillance
technologies from China?

The research found for this rapid review tends to describe surveillance technology adoption in
developing countries in terms of push and pull factors.
Push factors

Some reports note the “push” factors, including Chinese strategic interests, cheap finance, and “aggressive marketing”.

Reviewing some of the literature, Greitens (2020) identifies some parts of reports that emphasise the “push” factors behind the adoption of Chinese surveillance technologies:

“Critics in the United States and elsewhere tend to see Chinese geopolitical strategy and authoritarian instincts at work: a supply-side or ‘push factor’ explanation. As one recent report phrased it, ‘China is a major driver of AI surveillance worldwide’ (Feldstein, 2019, p.1). The report notes that over half of the countries in which it found Chinese-sourced AI technology were signatories to President Xi Jinping’s flagship geopolitical project, the Belt and Road Initiative (BRI), and suggests that Chinese government loans may be used to subsidize countries’ acquisition of repressive technologies (Feldstein, 2019, p.2). Another report notes that Beijing views information technology not just in terms of economic development but ‘its value to Chinese foreign policy and strategy… exporting its information technology is not only about securing important new sources of revenue and data, but also generating greater strategic leverage vis-à-vis the West.’ (Polyakova and Meserole, 2019). In this view, the global adoption of these platforms is China-driven, as Beijing pushes their use for its own geopolitical strategic objectives” (p.5).

Based on official Chinese documents, Atha et al. (2020) is just one of many reports which recognise that Chinese policymakers see the construction of smart cities as providing a “strategic opportunity” for Chinese firms to expand abroad.

In some of the literature, Chinese firms are described as engaging in “aggressive marketing”, but without referring to evidence. For example: “states like China aggressively market the transfer of advanced AI technology around the globe” (Crosston, 2020, p.149); “the aggressiveness of Chinese companies to penetrate African markets” (Feldstein, 2019, p.8); “Chinese firms aggressively market their products and are present in the African market in ways that many US and European firms are not” (Feldstein, 2020a, p.3).

If these authors are referring to public marketing and advertising campaigns in different countries, this could be a fruitful future area of research to collect evidence.

Pull factors

There is some anecdotal evidence that state officials in developing countries are not pressured by China to adopt these technologies.

Feldstein (2019) states: “At least in Thailand, recent research interviews did not turn up indications that Chinese companies are pushing a concerted agenda to peddle advanced AI surveillance equipment or encourage the government to build sophisticated monitoring systems.

An official from Thailand’s Ministry of Interior noted that while AI technology is “out there” and something the government is thinking more about, ‘China hasn’t offered any AI. It doesn’t give AI—Thais have to ask.’” (p.15).
Noting that it is often regional or municipal officials in recipient countries that make purchasing decisions, Greitens (2020) cites some newspaper articles where public officials in various countries explain their adoption of “Safe Cities” technology. One example from Myanmar:

“We want to guarantee the rule of law and security for the city. So, we will launch the ‘Safe City’ plan. There will be stability only when there is rule of law and security. Only then will investors come to us,” regional Chief Minister Dr. Zaw Myint Maung said at the Mandalay Economic Forum in March” (Pho, 2019).

A case study of Ethiopia finds that:

“The focus in Western media on China’s export of surveillance technology to Ethiopia attributes most of the agency to Chinese firms and the Chinese state. However, this study has found that the Ethiopian government has the agency to independently choose what technology it acquires and from where. By cooperating with China as well as Europe to develop its own space technology, the Ethiopian government safeguards its negotiation position and capacity to act independently” (Van der Lugt, 2021).

None of the research found during the course of this rapid review cited any instances of officials from developing countries reporting that they came under any pressure to buy Chinese equipment.

One author describes the “allure” of surveillance technology as a vote-winner for elected officials in developing countries.

In the judgement of Hillman (2021), elected officials may adopt Chinese smart city technologies as a kind of vanity project. He describes a hypothetical situation of an elected official:

“The command center they show you looks like NASA’s mission control, something available only to the world’s richest countries. Rows of workstations are arranged in concentric arcs. All face a towering wall with giant screens. Maps appear to show the locations of vehicles, the identities of people, and a variety of alerts...The local media would beg for a tour. They would write stories about leapfrogging to the forefront of innovation and the prosperous future that a smarter city offers. The outside world would have to take notice. Foreign investors would see greater opportunity and less risk...To sweeten the deal, China’s state banks will provide a subsidized loan that is repayable over twenty years. By that point, the city should be transformed. The project will pay for itself. Even if it does not, you will have moved on, so it will be someone else’s problem” (Chapter Four).

Some authors judge the drivers of adoption to be a complex mixture of push and pull factors unique to each location.

Greitens (2020, p.1) says: “the drivers of this trend are complex, stemming from expansion of China’s geopolitical interests, increasing market power of its technology companies, and conditions in recipient states that make Chinese technology an attractive choice despite security and privacy concerns.”
She further notes that: “Countries with high crime rates are comparatively more likely to adopt these technologies — but so are countries that are strategically important to the PRC [People’s Republic of China]” Greitens (2020, p.1).

**Evidence of a coherent strategy:** Feldstein (2020b) states there is no evidence of a grand strategy: “On balance, there are limited signs that China is pursuing a grand strategy to systematically proliferate digital authoritarian tools. Rather, China’s efforts vary by country, local context, and its own interests.”

Hillman (2021) cites the study by Atha et al. (2020) to argue that:

“Coordination challenges are even greater overseas, where Chinese companies operate with less oversight and foreign governments have their own priorities. China’s government elevates issues but does not usually provide detailed marching orders. Through the Belt and Road, for example, Xi has called for building “smart cities,” an expansive term for enhancing urban areas with digital infrastructure. But the Chinese government does not appear to have provided even top-level guidance to companies pursuing these projects abroad, according to a study by James Mulvenon, a leading expert on Chinese technology, and his colleagues for the U.S.-China Economic and Security Review Commission” (Chapter One).

However, citing some media reports, Cave et al. (2020) imply a strategic approach by the CCP stating: “The CCP has made no secret of its desire to export its concepts of internet and information ‘sovereignty’, as well as cyber censorship, around the world” (p. 4).

**7. Is there evidence that Chinese digital surveillance technologies contribute to authoritarian control in developing countries?**

Different studies use different approaches to find answers to this question.

**There is evidence of governments using Chinese surveillance technologies to spy on political opponents and arrest protesters.**

In Myanmar, leaked government budget documents showed detailed information on surveillance technology purchases. The New York Times reported that “the documents catalog tens of millions of dollars earmarked for technology that can mine phones and computers, as well as track people’s live locations and listen in to their conversations” (Beech, 2021). The organisation that received the documents, Justice for Myanmar, lists some of the companies involved, including some from China in addition to other countries (Justice for Myanmar, 2021).

The Ugandan police are reported to have used Huawei cameras to help track down protesters (Kafeero, 2020).

Feldstein (2019) cites a report by the Wall Street Journal (Parkinson et al., 2019) that “Huawei technicians in both Uganda and Zambia helped government officials spy on political opponents. This included ‘intercepting their encrypted communications and social media, and
using cell data to track their whereabouts.’ Not only did Huawei employees play a ‘direct role in
government efforts to intercept the private communications of opponents,’ but they also
encouraged Ugandan security officials to travel to Algeria so they could study Huawei’s
‘intelligent video surveillance system’ operating in Algiers” (p.14).

In an appendix to his book on the subject, Feldstein (2021, p. 306) lists “Commercial Spyware
Used by Governments against Domestic Opponents” in 64 countries. It includes two
instances of Huawei spyware in Uganda and Zambia, and many more from other commercial
firms not based in China.

There is particular suspicion about the training provided by Chinese companies in how to
use the technologies purchased.

Weber (2019) highlights the role of a Chinese cybersecurity company called Meiya Pico, drawing
data from it’s website about trainings the company has provided in Egypt, Malaysia, Thailand and
others. Meiya Pico was linked to a spy app used by police in China to extract data from citizens’
smartphones during random street checks and received a good deal of attention in the US
(Chen, 2019). Weber says that the company was “instructed by the Chinese Ministry of Public
Security to train countries affiliated with the BRI in digital forensics” (p.18). This is based on a
reference to the Ministry in a downloaded image of the BRI from the Meiya Pico website (Image
3, p.19).

In a widely cited 2018 report, Freedom House (2018) says “Chinese officials have held trainings
and seminars on new media or information management with representatives from 36 out of the
65 countries covered in this survey. While it is not always clear what transpires during such
seminars, a training for Vietnamese officials in April 2017 was followed in 2018 by the
introduction of a cybersecurity law that closely mimics China’s own law. Increased activity by
Chinese companies and officials in Africa similarly preceded the passage of restrictive
cybercrime and media laws in Uganda and Tanzania over the past year.”

The report is based on a 21-question survey administered to over 70 analysts from 65 countries
(www.freedomonthenet.org).

Using a carefully thought-out method, one case study of Ethiopia finds that Chinese ICT
contributes to the government’s control over its citizens.

The question guiding the study (Van der Lugt, 2021) is: To what extent does Chinese information
and communications technology (ICT) contribute to the Ethiopian government’s control over its
citizens?

The study breaks down the causal pathway from Chinese ICT to authoritarian control in Ethiopia
into thirteen different propositions before searching for evidence. For example, the propositions
include: The Ethiopian government requests surveillance tools from China; Chinese firms provide
the Ethiopian government with access to data collected via their technology; The Ethiopian
government adopts a cybersecurity law that mimics the Chinese cybersecurity law.

Evidence is sought from media, academic, government, and company reports with additional
data from interviews with personal contacts in China and on the African continent.
Overall, the study finds that the combination of the fact that the Ethiopian government classifies as an authoritarian regime, has access to surveillance tools, and can legally search and seize personal data at any time, leads to the fact that the Ethiopian government strengthened its control over its citizens.

Other findings include:

- The main Chinese actor involved in the digitization of Ethiopia does not seem to be the Chinese Communist Party (CCP) or the central state, but commercial and state-owned enterprises. This does not preclude state influence, but points to the complexity of the reality on the ground.

- The Chinese company ZTE appears to offer more ways for the Ethiopian government to monitor the users of its network than either Huawei or the European companies Ericsson and Nokia. However, with the software provided by European companies such as FinTech and Hacking Team, the Ethiopian government can collect similar information to that which it collects with the ZTE software ZSmart. This means that the outcome would not be so different if the Ethiopian government did not use Chinese ICT and instead made use of other foreign ICT.

- Chinese firms have the means and contacts to advise the Ethiopian government on a master plan for ICT is another potential example of the increased use of Chinese ICT technology in Ethiopia.

Sales of surveillance technologies to illiberal regimes.

Some research shows a predominance of illiberal regimes placing orders for Huawei’s smart city technologies.

The Financial Times cites research from RWR Advisory which cannot be publicly accessed so its methods are unclear. The study finds that “out of 64 countries that have signed up to install the safe and smart city technology of Chinese companies, 41 were ranked as ‘not free’ or ‘partly free’ by Freedom House, a US non-governmental organisation. The remaining 23 were in countries classified as ‘free’” (Kynge et al., 2021). The article reproduces a graph from the RWR Advisory research:

Figure Five: Chinese Smart City Sales by Regime Type

This graph has been removed for copyright reasons. The full graph can be viewed at: https://www.ft.com/content/76fdac7c-7076-47a4-bcb0-7e75af0aadab


Hillman and McCalpin (2019, p.1) use a similar methodology, stating that “Seventy-one percent of Huawei’s “Safe City” agreements are in countries with an average rating of “partly free” (44 percent) or “not free” (27 percent) by Freedom House between 2009-2018.”

However, by comparison, other research shows a similar pattern of UK exports of “internet surveillance equipment” to illiberal regimes. In a submission to the British
parliament, Privacy International undertook research on the licenses approved by the UK for the export of two types of surveillance technology: (1) internet surveillance equipment which allows an authority to intercept internet traffic on a mass scale (2) equipment which monitors mobile and satellite phones in a given area indiscriminately (Privacy International, 2019).

The submission states that:

“Out of these 284 license applications made between 2015 and September 2018 for these two technologies, only nine have been rejected because of a risk of use for internal repression. Only 21% of the destinations for these exports are considered “Free” by Freedom House’s 2018 global report on political rights and civil liberties; 44% are considered “Partly Free”, while 35% of all approved licences of surveillance equipment are to destinations considered “Not Free”.

The aesthetics of surveillance technologies.

Two authors say that Chinese smart city technologies have actually proven to be less effective than claimed, but may still contribute to authoritarian control by providing governments an appearance of control. Hillman (2021) states:

“Advocates trumpet massive gains in efficiency and safety. Critics warn that these systems make the government omnipresent. While they disagree on the ultimate objective of China’s digital infrastructure projects, both sides of this debate tend to assume the technology works. A closer look suggests that China’s “Safe City” exports have a more mixed track record. Eager to win business, companies have been willing to stretch the truth” (Chapter Four).

As evidence, the author cites a report comparing Huawei’s crime-reduction claims about Safe City systems in Pakistan and Kenya, and the subsequent rises in crime in those areas. A Pakistan legislative committee reported that half of the cameras were out of order in one Pakistan Safe City project in Islamabad (Prasso, 2018).

Gagliardone (2022) makes the same point, citing a different newspaper report (Hao, 2019).

Hillman (2021) argues that safe city technologies like street cameras can be perfect for governments wanting to appear technologically advanced and in control, providing a “security aesthetic —the appearance of control.”

“After the sale is made, both sides are incentivized to portray the product as a success. Pointing out that the systems do not work as promised will expose the government to criticism that it squandered public money and did not do its job effectively. Many countries are also reluctant to risk jeopardizing their relationship with the Chinese government, a major lender and trading partner. Consequently, governments may spend less time rigorously evaluating whether these projects work than publicly portraying them as successful” (Chapter Four).
Local context.

Two authors emphasise that research on the consequences of Chinese tech purchases by developing countries should focus on local context.

Greitens (2020) says: “the question du jour of whether China is ‘exporting digital authoritarianism’…is less a matter of divining Beijing’s intent in providing the technology to others, and more an empirical question of the scale and direction of its impact in different political environments” (Greitens, 2020, p.6).

Another influential expert adds that “The most important factor determining whether governments will deploy this technology for repressive purposes is the quality of their governance” (Feldstein, 2019, p.2).
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