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Cyclicality in Industrial Growth in India:
An Exploratory Analysis

A review of the literature on industrial growth in India,
shows that barring a few studies [ e.g., Raj (1976, 1984), Shetty
1978)], industrial growth has been interpreted by mereiy fitting
fatistical models like exponential function, dummy variable
regression, kinked exponential function and quadratic function to
ke observed time series data without amy exploratory analysis.
Id such statistical exercises have often led to misleading
wnclusions about the industrial growth process under different
wlicy regimes. There is ua need, therefore, to clarify the
hnps of the methodologies undorlying the interpretations. This
i especially so in the 1light of the changing policy regimes

since the mid-seventies.

In this paper, we have made an attempt in this direction
by re-examining the celebrated hypothesis of “relative
isceleration in industrial growth since mid-sixties”. This
wpothesls has two variants, namely (i) the existence, and (il)
the persistence, of relative deceleration in industrial growth
iince the mid-sixties. The first variant has examined, whether
relative deceleration in growth since mid-sixtles existed or not,
ad if so0, the second variant has examined how long did the
iwnward trend in growth continue. The reason for making such a
listinction here between the “"existence” and "persistence” of the
industrial deceleration hypothesis is that in a recent debate
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between Snigdha Chakrabarti and Ashok Rudra ( hereafter, CR) amd
Partha Ray ( hereafter, Ray) the former failed +to detect any

tendency of general industrial retardation!

The paper 1is organized invo cix sections. A critical
review of the recent debate between CR and Ray has been
undertaken in section 1. In section II, we have tried te
reformulate the hypothesis of the persistence of industrial
retardation with the help of the business cycle theory. The
method of analysis employed in this study is introduced in
section II1. In section IV, we have re-examined the existence of
retardation hypothesis with CR’s data. In section V¥V, an attempt
has been made to test both the variants of the retardation
hypothesis with the NAS data. Section VI contains concluding
observations with an alternative hypothesis of cyclicality in

growth.

I. Zadustrial Retardation Hypothesis

A striking finding of CR is that "a careful review of the
relevant data does not lend support to the hypotheses of
industrial retardation...”. This observation 1s in contrast te
the general consensus amopng those involved in the industrial
stagnation debate since 18768, Indeed, CR claim that "¥e do not,
however, interpret our results as suggesting that these

economistsl were all wrong in their interpretation of data. Our



very different results refer tc z very different time comparison
and ...for those time comparisons thz authors were entirely right
about their Jjudgment™. The ¢ritigus offercd by Ray is that "CR
1eglect the whole of the 120Gs  arnsi  arrive at trends that the
aarlier aothors sould  not find” &and that. therefore, CR
conclusicns ware 7. . .unucceptable bzcause the time frame... was

emtirely different”.

In short, it may be said that the crux of the difference
in the Tindings of CR and Ray lies precisely on the question of
periodization of +the uninterrupted time series data. Regarding
this question, Ray has asserted that "...if one sees the data on
Industrial production carefully (index or otherwise) one gets
three distinct breaks, viz, Feriod I: 1950-51 to 1964/65, Period
[I: 1965-66 to 1979-¢0, Period II1: 198%-81 to present date. The
first period is <characterizced by relative growth, +the second
pericd by stagnation fcllowed by the third period of further
growth” . In reply to Ray, CR (1991) have argued that “we are
strongly opposed to any method that involves starting off with
wssumed brealting points” but "...we believe that whether there is
1 tendency for decelers’,ion or not has to be extracted from the

entire time series data™.

We fully agree with CR’s argument, but not at all. with
the method by which they have analysed the entire time series

data. In fact, CR themselvres have not Jjustified the ratlionale



for choosing the growth curve of the order of second degres
polynomial functional form, that 1s semi-log quadratic funotiea
(of the form ln Yt - a =~ bt +ct¢). Further, it is quite evident
from CR's exercise that they have also used some kind of a_priori
information te fix the wrder of the degree of the functional form
rather than extracting the periodicity in growth from the entire
time series dats. Therefore, their criticism against the other
analysts (including Ray) about a wpriori periodization applies

equally to thelr own study.

A proint needs to be emphasised here. In fact, CR (1998)
overlooked the relative importance of the effects on trend
(growth) cf other built-in components of the time series model
viz, seasonality, cycliculity and irregularity. It was not that
they were not aware of the relative importance of the effects ef
cycle on trend. In fact, they did make such statements as that
“the task of distinguishing between trend movements and cyclical
movements poses one of the trickiest of statistical problems™
and is "stretching far teyond the reaches of elementary
descriptive statistics of curve fitting"3. However, these
passing statements are not sufficient enough to Jjustify their
choice of quadratic function in estimating trend movements eof
industrial output/value added. Further, their assumption that
the switching over from the downswings in trend to the upswings
over a long span of time period usually leave the secular treud

unaffected cannot be taken for granted. This 1is true when



priodicity of the swings 1is of equal order. Otherwise, the

wings In trend have a significant bearing on the secular trend.

Suppose, the trend has a longer period of downswings with
maller period of wupswings, then the trend is likely to get
twpened from the equilibrium level (steady state) to the extent
of the degree of disequilibrium in periodicity and amplitude of
the swings. The reverse is the case when the upswings in trend
ire longer than the downswings. Consequently, it becomes
isperative to know the nature and periodicity of the cyclical
wvements before one chooses & method of analysing «rowth that
wuld provide the unbiazed estimates of +the trend. It may be
recalled here that CR ignored the effects of cyclical movements
n the movements in trend. We, therefore, disagree with CR’s
statistical exercise, where neither have they incorporated
¢yclical movements in some way or other in the analysis of
wvements in trend, nor given relative importance to the effects
of cycle in interpreting the observed drift in secular trend
through time series analysis. In ccntrast, there is much to
wnnend on some earlier studies which have at least recognised
isplicitly the very existence of cyclical movements in growth by
interpreting the deceleration in industrial growth since the mid-

sixtles through different methods of zub-period analyses.
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II. Hypothesis of Persistence of Industrial Retardation

One cannot refute the disagreement among the earlier
studies about the persistence of relative deceleration in growth
since the mid-sixtlies. This has come about largely because the
earlier analysts had chosen alternative methods of trend fitting
an 3 priori considerations, and not the analysis of cyclical
movements in growth. This has led us to formulate the second
variant of our hypothesis, that is, the persistence of industrial

retardation.

It is well documented in the business cycle theoriest¢ that
the persistence of swings in growth is a reflection eof
cyclicality but the periodicity is the special case eof
persistence. In other words, one can say that the average length
of a cycle is a question of “"persistence” and the variability ef
cycle lengths (phases) refers to a guestion of "periodicity”.
Since our interest here is to identify length of the downswing in
trend, we use rather loosely the term "persistence” to mean the
periodicity of the downward trend. The reason is simple. The
first varlant of the hypothesis (that is, the existence of
industrial retardation) has been councerned with an examinatioa te
see whether there was a downward drift in trend since the mid-
sixties. Then, it becomes apparent that the hypothesis can be
statistically examined with the help of <the analysis of

cyclicality in growth.



As a prelude, Raj (1384) had attempted to study the
syelicality in industrial growth in India with the use of the
{raphical method of plotting three-vear moving averages of annual
rercentage changes in gross value added, sector-wise. He
sbserved that industrial growth 1in India depicted a cyclical
rattern with a c<yele 1length of roughly 7 to 8 years and alsco
wted that the industrial growth cycle followed agricultural
growth cycle with a time-lag of 1 to 2 years. Using average
amnual growth rates for each of 8-year periods identified, namely
1952/53 to 1959/8@, 196@/61 to 1967,/68, 1968/69 +to 1975/78,
1976/77 to 1983/84, he advanced the view that "..... there has
been possibly some increase in the rate of growth of industrial
output since the middle of the 187@s raizing 1t closer to the
levels achieved in the 195@s and 1968@s” [Raj:1984, p.1982].
Interestingly, it may be noted here that Raj's study is the
second one that observed the sign of recovery in growth after the
pid-seventies, preceded by Patnaik and S.K. Rao (1977) and
followed by Alagh (1986). However, this did not draw adequate
attention among the scholars, who debated +the 8@’'s recovery in
industrial growth. Hence, we here propose to extend Raj's
contribution with a detailed investigation on cyclicality in

industrial growth.



ITII. Method of Analysis

Before presenting our methodology and results of the
investigation of cyclicality in growth, we may introduce the
problems mostly encountered in applied econometric work (using
yvearly data) with the help of the following standard semi-leg

linear model for the exponential growth function,

In Y =a + B Time + u, ~—-—=——-—-=m=-- (1)

where In Yt iz an {(n x 1) dependent variable (in log scals)
vector, Time is an (n % 1) independent variable vector, « and§
are the model parameters of intercept and slope respectively, and
u is an (n x 1) error vector. The ordinary least squares (OLS}
will yield unbiased maximum likelihood estimates of model
parameters when the error component, u, follows normal
distribution with =2ero mean and variance, 2. But it has been
often confirmed in applied econometric work that the distributien
of errors follows, in most cases, non-normality. And a standard
criticism of applied econometric work with non-normality in
errors is that large residuals or "outliers” can exert
considerable influence on parameters estimates because the OLS
minimizes the sum of squared errors giving undue weights to large

residuals.



However, a recent econometric work’ has shown that the
.S, even with the non-normality of errors, still gives the best
linear unbiased estimator of the model parameter, b, and unbiased
consistent estimator of variance, a2, In addition, 1t is also
maintained that neither b uor s2 is efficient or asymptotically
sfficient, since the maximum likelihood estimator is nonlinear.
Interestingly, we can argue here that a critique of the
inadequacy of OLS with non—-normality in errors to satisfy the
efficlency criterion (belng one of the large sampling propertles)
may not,, though undeniahly important in case of forecasting, be a
serious issue in small =ampling like our analysis of discerning

cyclicality in growth.

Morecover, & recent study on detrending crop yield datas
¥ith nonnormal errors by Swinton and King (1991) has empirically
demonstrated that a set of robust regression {RR) techniques®
sjuggested in recent statistical literature to estimate the more
efficient trend co-efficients with a view of automated means of
controlling influential outliers hezve often failed, regardless of
sample size, ta yield co-efficient estimates that are
significantly different fror the OLS co-efficlent estimates. In
fact, they have shown that trend co-efficient estimates of all RR
techniques lie within one OLS standard error of the OLS estimate.
Therefore, they have argued that, as an easy and practical method
of fitting trend to time series data with nonnormal errors. the

LS iz preferred to the RR  techniques of the Multivariate t



(MULTIT), the least absolute error (LAE), the trimmed mean
(TRIM), the five quantity-weighted regression quantile
(FIVEQUAN), the Gastwirth weighted regression quantile

(GASTWIRTH) and the Tukey tri-mean weighted regression quantile

(TUKEY) .

We maintain in our analysis that the unbiased estimates ef
linear trend through the QLS method with nonnormal errors depict
on the average only the equilibrium (constant) rate at which the
series has elther grown or declined over time. And they
(estimates of 1linear trend) do leave completely the movements in
growth or swings in trend unaccounted for. Consequently, we
strongly suggest that the analysis of movements in growth that
uncover cyclical fluctuations with irregularity (if any) is
extremely important, either, to choose the appropriate method ef
trend fitting to track the actual growth pattern or to provide a
meaningful interpretation of the estimated growth with required
qualifications for the left out effects of cyclicality in the
analysis of trend fitting. In light of this, we may now set eut

the methodology followed in the present study.

A simple method of univariate approach to time series has
been attempted in this paper: (i) to characterize the nature amd
length of the cyclical movementa in growth, and (11) to estinmate
growth rates for periodicity of the cycles identified. In other

words, we identify, first, change in the structure and then
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mmalyse the growth within the structures identified. Following
Jan Tinbergen's interpretaion that the nature of the cyclical
wvements depends as much on the structure as on the random
shocks, we have analysed the growth performance alongwith
structural change assuming that growth and structural change are

complementary rather than independent.

In the first stage, the cbhserved +time series data is
detrended by merely fitting the exponential trend stationary
sodel as given in equation (1). Then, following Jan Tinbergen’s
method of discerning cyclicality in growth, the detrended series
is expressed in its own standard deviation. This normalisation
procedure, which scales down the detrended serieg, helps us only
to compare cyclical-irregular movements of different time series.
Consequently, irregular movements in the detrended series are yet
to be eliminated for characterising cyclical movements. These
irreéular movements cannot be isolated easily from the detrended
series for the plausible reason that the nature and type. of
irregularity existed in any time series for that matter is, first
of all, strenuous to characterize empirically. However, we have
employed a conventional technique of test of randomness for
detecting the presence of irregular movements in the detrended

series.

This random test is based on the analysis of number of

turning points in a series?. Though the roubustness of this test
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is subject to question, certainly it helps us to know whether the
detrended deries have randomness or uot. As Jan Tinbergen
argued, factors underlying the turning points are of two types,
namely (1) endogeneous and (ii)] exigeneous. The endogeneeus
factors that are essentially the prima facie causes of changes in
the economic cstructure has =ffected in generating turning poiats
(or drifts) in growth patn. And this gives rise to the formatien
of cycles in growth. The =exogeneous factors are treated asa
manifestation of randcm shocks in the growth analysis. In light
of these, we have ercluded turning polints corresponding to the

turning pcints of the cycles in testing the randomness.

If the detrended serles are found to have randomness, then
we have utilized moving average method to control the raaden
effects on cyclicality. But the choice of appropriate moving
average method 1s recogn.sed as one of the tricklest statlistieal
problems in applied statistics., Nevertheless, three year moviag
average method (though it is subtject to question), which has been
proposed in the elementary descriptive statistics, is used in the
present study for controlling irregular movements in the
detrended series bgcause of the lack of a universally accepted
method of characterlzing any type of irregular movements.  Thus,
the detrended serias has been smoothened for discerning cyclical

movements (or cycligality) empirically in our method of analysis.
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In the sescond stage, we have relied on the graphical
ethod of plotting the asmoothencd detrended series against time
fer visual inspection of the very existence and periodicity of
the cyclicality in growth. Then the uninterrupted time series
ire periodized according to phases of the cycles i1dentified.

Thus, we have tried to control the effects of cycles on growth.

However, the period-wise data 1is not free from irregular
mvements The 1irregular movements that are suspected to be
iafluential ones are expected to affect both magnitude and sign
f the period-wise growth rates.3 Since large outliers in the
aad points of the series have a tendency to exert their
influences on slope of the series, we have used three year moﬁing
werage method to s oothen the period-wise time aeries data for
eontrolling the influential effects of the lrregular mcvements on
trend. Thus, we rely on the methed of analyais of cyclicality in
frowth to choose an appropriate method ¢f trend fittineg, from
amongst the available alternative methods, in order to seek a
eaningful explanation for the growth process that the industrial

sector has undergone since 198581/52.



IV. Testing Retardation Hypothesis with CR's Data

We have tried to tesi the first variant of the retardatien
hypothesis by uszing the very same data of CR study. CR have used
the data an physical sutput of industries furnished fin
atatistical abstracts, both monthly and vearly issues. The time
period covered was 25 years, from 1961 to 1%85. PBased on the
aign and slgnificance of the cc-efficient of the quadratic tem

in the analysis of guadratic trend ficting, TR grouved the sample

industries, as under *three categories, wlz., sateady growth,
acceleration in  growth and deceleration in  growth. Qut of

seventeen sample  industries, they found that nine industries
showed a steady growth, iz iodustriez a decelerating growth amd
Lwo industries an accelsarating growth. On the baais of this
ralative differential performance of growth for the peried
chosen, CR contended that one was not justified in talking about
retardation  in genoral., though deceleration did mark certah

individual industries.

In cennsction with CR’s  study, two analytical questions
ne2d c¢larifications: {i) Whether CR's sample industries have
cycles in growsh or not and if so, is there a downswing 1in trea
zince the mid-sixtles ?; ana (i1i) whether the cycle responds &
different sample sizes, thut iz periods of analysis. Towards
answaring these questions, we used a test of randomness which has

shown that all tha normalised detlrended series have rande
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influences. Then, the normalized detrended series are smoothened
ler controlling lrregular movements by reference to three year

wving average method.

Graphs 1.1 to 1.6 present the output “cycles of few
dustries from each category. It may be s3een t.h_at periodicity
# the cycles perceived are not” of - equal order in all the
industries. It is obssrved that the unevex; phases c;f the cycles
ilmtified in all these industries have a tendency to cancel out
eich other 1eavir;zg the growth ~unaffected. This 1s precisely
ncause of the existence of more than one cycle, that iz, roughly
lie to three cycles, in the physical output growth of 4ll these

Idustries, except for sugar where more than three cvcles with

the periodicity of 3 to 4 years are found to persist.?d

It is evid=nt from the graphical .analysis of cycles that
there has been a relative deceleration in growih of output of
lasic goods and capital goods lndustries like finished steel, pig
irrn and paower driven pumps arcund mid-sixties. A similar
nttern is observed toe in case of the consumer durables like
nfrigerators (domestic) and cars. Thus, it does mot mean that
ither sample industries belonging tc the steady growth category
!ave not marked any dcwnsw.in_g in trend. Certainly, the
Nenomencn of relative deceleratici: 1in growth has been observed

for other steady growth industries but for different periods, not

tround the mid-sixties.
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GraEh 1.1
Output Cycle of Finished Steel- CR
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Graph 1.2
Output Cycle of Pig Iron- CR
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Graph1.3
Output Cycle of Power Driven Pumps- CR
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Graph 1.4
Output Cycle of Refrigerators - CR
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h1.5

OutputCNceofCar CR
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Now let us turn to CR's contention that choosing different
mriods can give rise to different results: “...iTf instead of
‘king data upto 1985 we stopped at some earlier date we might
also obt'aln very different results consistent with the Lypothesis
of deceleration”19, Following .uur method c:f analysis and using
R's data, we have clza'i"ried out the se‘nex-it:i\)lty . analysis of
gclicality in growth for differeunt zample ailzes, SSi (1961 to
1975) and $52 (1961 to 1985). IY iz seen from the graphs 1.1 to
1.6 that there {s I@rdly any .divergence in output growth cycles

¥etween the two sample sizes chosen except for some varistions in

levels. This amounts to arpguing that cyclicality in growth
remains unaffected by sample sice. Jbvliously, it contradicts
(R's assertion that "...what appears to be a trend movement may

change to a cyclical movement with increased accumulation of data
ad vice versa”. And the invariance uvf cyclicality in growth to

sample size makes our method of analysing growth a robust one.

Apart from this., we have also  analysed the output cycles
of the two accelerating and 2 few decelerating industries for
further confirmation of tiic hypothesis of industrial retardation
since mid-sirties. They ars presented in graphs 2.1 and 2.2.
The graph 2.1 shows that even the growth accelerating industries
lave relative downawing in growth of output from mid-sixties to
late saventlea. The same pattern has been observed “in graph 2.2
for the growth decelerating industries. Therefore, on the basis

of viaual lnspection 9of the mcovements in growth, it may be



Graph 2.1
Output Cycles of Accelerating Group- CR
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jnferred that there has been a geperal _tepdency for the
uistence of industrial retardation since mid-sixties. This

(enerallisation 13 limited to CR's sample of industries only.

Since these sample industries are highly diseggregated to
the level of product based industries, it iz extremely difficult
to arrive at an estimate of the ageregate growth. Moreover,
these seventeen sample industries account for about 18 per cent
of the total value added in the manufacturing sector. Hence, we
have not made an attempt hore to re-estimate the true growth for

(R's sample industries.

V. Testing Retardation Hypothesis with NAS Data

As mentioned earlier, we <cannot place our confidence on
CR's small sample zize, though the source of data is new for this
kind of amalysis, for testing the existence of general i{ndustrial
retardation since the mid-sixties. For this purpose, we have
used the two-digit industry data from the National Accounts
Statistics (NAS). However, there appears to be some
comparabllity problems in complling the NAS data till the present
date for generating uninterrupted time series. Therefore, we
have used the 95ld aseries with 1970/71 as the base and our study

is restricted to the period, 18951/52 to 1984/85.11



Folliowing our method of analysis, the detrended serles en
nel value added at 1370-71 prices, for registered manufacturing
sector a3 a whole as weil as two-digit industrlies, are tested for
randomness. The results of tesl of randomness for the study
pericd, 1281,/52 to 1984/85. are presented in the first tw
columnz of Table 1. The expected mean of turning points, E(p),
is estimated to be 21 and the lower limit (LL) and Upper limit
(UL) of the lnterval set by 3gp + E(p) are turned to be 14 and
28. It follows {rom these 1limits that detrended series, which
have an observed turning points (po) below the lower limitv (LL),
may be inferred to be free from random influences. Ip light of
this, we Lry to interprete the results of the test of randcnuess
for all the detrended series, both at the disaggregated level and
at the aggregate level. It is apparent that the observed turning
peints (po) reported in the second column of the table 1 are all
found te be below the lower limit (14) of the interval (14-28).
it may te inferred, thus, that the detrended series are subject
Lo systematic influences. Based on the results of the test ef
randomneszs, we have, therefore, decided toc wuse the normalised
detrended series, not adjusted for irregular movements, fer

discerning cycles in growth.

The nornmalised detrended =eries on aggregate net value
added is plotied on a graph to characterize the nature of the
systematic influences. Graph 3 zuggestsz  that industrial grewth

in India during the period under study has followed a cyclical



Table 1: Test of Randoaness for the entire periad aand
Obhserved Turning Paints far sub-periads
{in nuabers)

i I_-_g;"g_L_;_r ndoaness -
! 4 Periad-wise Observed Turning
1951/52 to 1984/83 Paints (pg)
E(p) and 1951752 {1R44/45 19;2176 1988/81
Industry 8Braups fo . to to to to
L - w 19464/43 |1973/76[1980/81|1984/83
——1
i Faod Products 21, 14-28 11 5 4 1 1
Beverages, Tabacca, etc., 21, 14-28 11 3 4 3 1
Textiles 21, 14-28 7 4 2 | 1
| Wood, Furniture etc., 21, 14-28 9 s 2 I—; 1
Papers and Priating 21, 14-28 8 t 4 - | 2
Leather and Fur Products 21, (4-28 7 S 2 ] e
fRub, Petra, Coal etc., 21, t14-28 1t q 9 1} 1}
Cheaicals, etc. 21, 14-28 12 7 3 t 1
Mon-metallic Min. Pradts. 21, 14-28 B 3 2 1 2
fasic Wetal Ilndustries 2t, 14-29 9- 3 3 2 1
Hetal Praducts I2[, 14-286 t1 ] 4 2 [
Ran-Electrical Machinery 21, 14-28 it 5 A t t
Electrical Machinery 21, 14-28 12 4 3 1 1
Tracspart Equipesnt 21, 14-28 18 3 2 3 [ ]
Niscellaneaus Industries 21, 14-28 1a 4 3 3 ]
MANUFACTURING SECTOR 21, 14-28 & 3 2 1 ]

letes: (i} E{p) is the expectad sean ot p where g is the nusher of turning paiats;
{ii1 pe is the abserved turning points;
(iitly LL and UL refer ta lower limit and upper liait respectively.
{iv) Figures in borxes are the turning points that have relatively higher
aaplitudes which in tura is suspected to have a sigonificant bearing
an the respective period-wige yrowth rates.
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Graph 3
Cyclicality in Value Added
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nttern. The analysia of eyclicality in growth pouints to
roadlyfour phases of industrial growth during the study period.
The first phase covering the period 1951/52 to 1964/65 shows an
increasing trend. The second phase consgisting of the period
Q64/65 to 1975/7¢ witnesses a declining trend. The third phase
relating to the pericd 1375/76 to 1980/81 confirms an upward
trend. Finally, the fourth phase comprising the period of
1980/81 to 1984/85 appears to have registered acceleration in
growth. However, the length of the cycles observed in growth of

ret value added seems to be declining.

it NIC

m

The aame exercise has been extended ta 2-di
industry groups. The industry 1level analysis of visual
inspecticn confirmas that the declining phase of the cy¢le acress
the industries had set in around mid-sixties. The inter-industry
differences in the cyclical movements in growith of net value
added appear to be well-proncunced in the puariod after 1864/65.
This shows an interesting pattern which explains, to some extent,
factors underlying the cyclical movements ln Lhe observed time
series on aggregate net value added 1in registered manufacturing
sector during the study period. Hencs, the industries showing
broadly similar pattern in cyclical movements have been

classified inte five groups.

The cyclical morements in  growth of these five groups of

industries are presented separately in four graphs 3.1 to 3.5.

to
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It is seen from the graph 3.1 that the first group (Leather and
Fur productsz [LFP], Transport equipment [TE] and Miscellaneeus
industries {M1]) indicates an upward trend after 1875/76. Gramn
3.2 reveals that the second group (Beverages, Tobacco, etc.,[BT)
and Metal products [MP]) which shows a aign of an increase after
mid-geventies, faces a decline since 198@/81. Graph 3.3 tend to
suggest that the third group (Rubber, Petroleum, Coal etc.,{RPC],
Non-metallic mineral products{NMP], Non-electrical machinery{NEM]
and Electrical machinery[EM)) has a declining trend from 1364/65
upto 198¢/81 and an increasing trend 3ince 198&/81. One can alse
nctice from graph 3.4 that the declining trend continues upto the
2nd of the study period [1384/85] right from 1964765 1in the
fourth group of industries (Wood, Furniture, etc.[WF], Paper ant
Frinting, etc.[PP], Chemicals, etc.[Chemi.] and Basic metal
industries{BM1]). However, it ia interesting to ncte from graph
3.5 that the fifth group of industries, nramely, Food Promums'
[FP] and Textiles [Text.] have followed a growth pattern that is
quite different from that of other industries. Apparently, it is
found that these two industries, which showed a declining tread
from midv-sixties to early seventles, have recovered in growth
since the early =zeventies but one of them, that is, textlles
[Text] hag followed a declipning trend after 1960/81, This may
possibly be due to the linkages between agricultural sector ani
industrial sector. But this is an issue which we do not take uw

in this paper.
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_Graph 3.4
Group IV: q;chcalrty in Value Added
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What we observed from the industry level analysis is that
the occurrence of the cycle seems to bs near regular confirming
loadly the persistence of cyclicality in growth og aggregate net
nlue added; but lengtha of the cyéle are distinct across the
jroups. Hence, we postulate that there is a ctrong eiement of
gcle in growth of industrial net «~alus added in India but not
ﬁth equal periodicity.12 Hovwever, the analysia of cyclical
povements In growth, regardless of the level of aggregétion,
suggests approximately four sub-periods corresponding to the
observed phases of the cycles. Accordingly, the study period has
been divided into four sub-periodsa, such as 1951/5Z to 1884/65,
1964/65 to 18975/76, 1875/7€ to 1G82/1981 and 1980G,/81 to 1984/85.

Moreaveyr, the sub-period analysis of number of turning
points, po, acrosgs industries hasg delected random influences in
sub-periods more than one ( as may be zeen from the table 1).
Interestingly, it may be inferred that both the first period
(being the acceleration in ﬁrowth),and the sccond period (being
witnessed as deceleration in growth) have gone through more
fluctuations in growth when ccmpared tc the later perlods,
particularly the period after 198@/81. And alsa, amplituide of
the irregular movements (as may be ueen from the graphs 3.1 to
3.5) across the industries 1is found to increase from the pre-
1675/76 periad to the post-1874/76 period. It is important to
note here that both the industries of Wood, Furniture, etc. and

Chemicals, etc. ({(as indicated Dby Yboxes in Table 1) have



internalised majocr shocksz, in terms of fluctuations with high
amplitude, in growth. Hence, both the uneven periodicity amd
existence of random influences within some of the phases of the
cycles perceived does not enable us to go in for parametrie
c3timation of alternative methods of the OLS trend fitting (like

the kinked/dunmy exponential function).

Instead, we have followed non-parametric approach te
cyclicality in growth in the present study. Following our methed
of analysis, each sub-period time series data is first smoothened
for controlling the effects of irregular movements on sub-peried
growih rates by reference to three year moving averages. Thea,
the simple method of computing percentage changes has been used
to calculate snnual growth rates for the smoothened time zerles
data within the sub-periods. And thesze annual growth rates are
further averaged to find out the magnitudea of the growth rates
for each of the sub-periods. Thus, those period-wise growth
rates have been calculated to endogenise static effects of the
cyclical fluctuations an growth in computing the actual growth,
both at the aggregate level and at the two-digit industry level,

for the registered manufacturing sector in India.

Industrial Growth Pattern: :Aggregate Level

I1{ is seen from Table 2 that value added growth rate
fcr the manufacturing sector as whole, declined from'7.81 per

cent (during 1651/52 to 1964/6F1) tu 3.42 per cent (during 1964/65

8, -
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te 1975/76) . Then, it increased to 5.33 per cent (during 1875/76
to 19806/81) and further rose to 7.05 per cent (during 1980/81 to
1984/85). It brings out clearly three striking features of
industrial growth process which occurred over the last three and
a2 half decades ending 1984/85. They are:

(i) A marked deceleration in growth of net value added
in the registered manufacturing sector has begun
after mid-sixties, especially 1964/65, as pointed
out by earlier satudies.

{(ii) The relatlive decsleration (or stagnation) in growth
of aggregate net value added has come to an end by
1975/768 and then onwards, recovery in growth is
noticed.
(1ii) The recovery in growth of aggregate net value added
is evident during the sub-period {(1975/76 to
1984/81) and the later periocd after 198@/81 has
witnessed a steady increase in growth of aggregate
net value added.
These results, obviously, contradict the findings of
- earlier studies (including CR’s study) except Patnaik and Rao
(1978), Raj (1984) and Alagh (1985) on the issue of peralstenge
of the relative deceleration (or staesnation) in growth of
industrial output. As pointed cut by Raj (1984), the recovery in-
industrial growth since the mid-seventies appears to have not
reached the level of growth in net value added achieved during
the pre-stagnation period. However, our findings, from the
aggregative level analysis of cyeclicality in growth, support the
observation made by Raj (1984) that industrial growth in India
follows a cyclical pattern. Besides, the industry level analysis

of growth pattern has been attempted here to find out the sources

of cyclicality in growth of aggregate value added.
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Table 2 . _
Periad-wise fAverage fQanual Growth Ratas +ar the registered
Manutacturiag Sector at 1976-71 Prices ( in per ceat }

Weight [1951/52 [1951/52 [1964/465|1975/76]1%80/81
Industry Braups to to to ta ta
1978 }1984/85 [1964/45 {1975/74(1988/81|1984/83

Trand
Recavary Qfter 1973/74 Values
Faod Praducts 7.87 3. 24 5.12 1.45 2.28 12.87
Leather aad Fur Products B.4& -1.38 5.43 -11.%8 4,78 11.74
Transpart Equipaent 7.16 3.93 12.38 -3.5@ 5.2 16.33
Hiscellaneaus Industries 5.48 4.83 12.38 2.72 4,49 1é.41
Broup I 21.17 .49 -8.75 4.18 14.44
Recovery After 1975/76 but Deceleration Since 1988/81
Beverages, Tobacco, etc., 2.9t 4.31 7.13 -2.76 3.3t a.48
Textiles 17.54 2.42 2,86 2.44 8.52 -08.49
Metal Praoducts 2.78 J.%4 18.1t 1.86 5.89 2.39
@roup 11 23.23 4,29 1.84 7.43 -84
Recaverv Atter 1988/81 '
Rub, Patra, Coal etc., 3.79 7.94 13.646 4.467 -8.83 1671
Nan-eetallic Hin. Pradts. 3.335 6. 14 10,16 3.42 1.88 9.35
Nan-Electrical Hachinéry 9.4% 11.73 21.91 5.72 4.05 8.63
Electrical Machinery 5.35 11.74 14.84 18.25 7.21  10.8b
Groug 111 1B8.18 14.23 6.38 3.78 1t
Deceleration Since 1964/43
Waad, Furniture etc., 8.91 4.47 13.54 -2.33 1.59 3.1
Papers and Printing £.39 - 478 8.2% 3.39 2.04 -0
Cheaicals, etc. 18.76 7.%% 2. 14 7.34 8. 47 8.43
Basic Metal Industries B.315 4.8B3 11.44 3.8 2,43 1.34
Groug IV 24,43 R.%4 5.a7 5.87 A48
HANUFACTURING

SECTOR s.38 7.81 3.42 3.33 7.8




Industrial Growth Pattern: Industry Level

As far as the industry level analysis is concerned, the
cyclical growth pattern varies distinctly across the major
industry gSroups. The period-wise growth rates for the 15 two-
digit induzstries are given in Table 2. The relative deceleration
in growth during the period 1364/65 to 1975/78 has been witnessed
¥ all industries regardleas of groups, confirming the same
sbservation at the aggregate level. It is also seen from Table 2
that the period after 1975/76 documentas a mixed pattern of
industrial growth among the industry sgroups. Group I accounting
for about 21.17 per cent of total wvalue added in registered
mnufacturing sector has experienced recovery since the mid-
seventies and maintained the tempo of growth till the end of
study period. On the other hand, deceleration in growth of net
value added continved upto 1984/85 right from 18€4/65 in the case
of Group IV, contributing 24.43 per cent of total value added.
As an interlude, it is lmportant to gualify that growth rate of
two industries belonging to the group IV (Wood, furniture etc.
and Chemicals, etc.), which have been observed to show recovery
ifter the mid-seventies (in the boxes of the table 2), has been
laterpreted here as decelerating since mid-sixties for the
sbvious reason that the three year moving average method chosen
has failed to smoothen the major shocks in terms of large
wmplitude, However, an opposzite pattern has been observed

between the sub-periods 1975/76 to 1988/81 and 1980Q0,/81 to 1984/85
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in Groups II and III having a share of 41.41 per cent of the
total value added. One more interesting thing that can be
noticed from Table 2 is that, though a shift in the compositloa
of growing industries from Group II to Group III between 1975/76
to 1980/81 and 1980/81 to 1984/85 has resuited in bringing dowa
growing industry group's share in total value added by 5.05 per
cent (from 44.4 per cent toe 39.35 per cent), the growth in net
value added of the growing industries of Group I after 1984/81 is
maintained. Obviously, this mutual perlodical-shift between
these two Groups after 1975/76 could have possibly constrained
the overall growth at the aggregate lavel to reach the level of

growth of the pre-atagnation period.

Moresover, bty looking at the industrial growth pattera
in terms of 1ts nature and zpecific characteristics, we find that
recovery during 1975/76 to 198@/81 is malnly contributed by the
consumer goods industries, on  the other hand, capital goods
industries seem to have raised the shars in aggregate value added
of the growing industries from 17.73 per cent (during 1975/76 te
198@/81) to 46.25 pexr cent in the eighties mainly because of
recovery in growth of non-electrical machinery and electrical
wachinery industries after 1980781 along with the transport aamd
equipment industry. which had shown recovery in growth siace
1975/76. Such grouplng of industries brings out a striking
feature of indugtrial growth process after 1975,/76, particularly

after 1983/81, that the growth in the eighties is equally
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iccounted for by the growth of both consumer goods and capital
foods industries rather than consumer goods industries alone.
This, in turn, confirms that the late 7@’s recovery in growth was

minly contributed by the growth of consumer goods industries.

However, Table 2 shows that textiles industry. which is
large in size (and traditional in nature) accounting for about
17.54 per cent of the total net value added within the consumer
goods industries, has faced deceleration after 1980/81 falling
sharply from 8.52 per cent (during 1975/76 to 198@/81) to -0.68
per cent (during the period afteyr 198@/81). This could be the
principal cause of the near stagnation observed at aggregate
level after 198@/81. On the o¢other hand, the prolonged
deceleration in growth since 1364,/8% i3 mostly confined to
industries of basic goods and intermediate goods nature like,
chemicals and basic metal industries along with consumer goods

industry of papers and printing.

On the basis of results presented in this section, we
strongly believe that retardatiop in growth since mid-sixties
existed in geperal across the board upto the mid-seventies, but
afterwards its persiztence was found to be of selective nature.
In fact, there has bteen a clear indication of recovery in
industrial growth after mid-seventies at the aggregate level.
However, the recovery in growth at the aggregate level has not

reached the lsaval of growth experienced by the pre-stagnation
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period. This i3 because of the mutual periodical shift between
two groups of industries from recovery to retardation in growth.
Moreover, some industries, which are of Dbasic goods and
intermediate goods nature, have revealed a relative deceleration
in growth upto the end of study period. Despite the differential
pattern of growth observed at the industry level, we argue that
recovery in industrial growth has certainly set in around the

mid-seventies, though not across the buard.
Vi. Concluding Observations

Following univariate approach to the analysis ef
cyclicality in growth, we have attempted in this paper to discera
the industrial growth pattern using two etz of data - CR’s data
for the perlod 1861 to 1985 and NAS data for the period 1951/%2
to 1984/85. CR’s data has been used mainly to ascertain whether
there i3 any tendency of general industrial retardation since
mid-sixties or not. Qur analysis with CR’s data documeats
graphically that there was industrial retardation in those
industries for which OR  had obsxerved a steady and accelerating

growth.

Moreover, our finding (based on the NAS data) has
confirmed the earlier analysts’® assertion that there was a
relative gdeceleration in industrial growth since mid-sixties.

And the slow down in growth has besn observed to be a general



phenomenon upto mid-seventies bLut not so evident across the
industries after mid-seventies. Hence, our results clearly
contradict CR’s finding that there was n¢ evidence on general
industrial retardation, particularly during the pericd 1964/65 to
1975/73. Moreover, our findings with the so0lid statistical base
have also disproved the eariier analysts’' disbelief about Raj's
(1984) observation of tha marked.;igp of recavery in industrial
growth since mid-sevenpties. Nevertheless; Qé‘ ﬁé?éuaigo 3ﬁéerved
that 3ome industries, which belonged to the fourth group,

witnessed a chronic deceleration in growth upto the end of the

study period rignt from mid-sixties.

In sum, the present study confirms that industrial sector
in India has a tendency to follow cyclicality in growth.
Further, the vperiodical shift in growth pattern of groups of
industries (being empirically found among the industry groups) 1s
perhaps one of the main sources of the persistence of cycles in
growth of aggregate value added at the sectoral level.
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Endnotes

1. CR refer these economists to those who took part in the
industrial stagnation debate from Raj to Ahluwalia. :

2. CR (199@), p.2205

3. CR (1981), p.2068

4. For details, see Jan Tinbergen and J.J. Polak (1950) and
Andrew Britton (1988), :

5. For details, see Judge ot al (1388).

For details, seo Judge et al (1988).

<N

7. For detalls, see A.L. Nagar and R.K. Das, p.351.
§. For detaila, see Swinton and King (1891).
9. Interestlngly, it can be argued that the sugar industry

(being one of the agro-based industries) might have
endogenised, vis-a-viz supply linkage, the agricultural
growth cycle. Since this is bevond the scope of the present
study, we do not look into the linkage aspect of the growth
cycles here,

10. CR (1999) p.2205

11. Regarding the non-comparahility hetween o0ld series with base
197@/71 and revised new series with base 1880/81; the
NAS:sources and Methods hag pointed out clearly the changes
that have been mada in the revised series. From 1983/81
onwards the NAS presents data with 198@/81 as the base. With
respect to value added data for the manufacturing sector, twe
important changes, which have some bearing on industrial
growth pattern, have been noticed., First, shifting the base
from 197@/71 to 198@/81 that has resulted in more welights te
fast growing industries and less welghts to slow growing
industries { az pointed out by Chandrasekhar (19888), Kurlan
(1389) and Nagaraj {1989)) makes the two zeries non-
comparable., Secondly, the revised zeries with base 1988/31
giving data on value added in gross terma, rather than in net
terms, can pose consistency problem when one combines the
revised serises along with old data series on value added in-
net terms. Apart from these, data on gross value added for
the years after 1985/86 given in the revised series (with
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12.

base 198@/81) are blown figures alnce the latest Annual
Survey of Industries (ASI) data were available upto 1984/85
at the time of this work initiated.

Raj also argued in his paper (1984) that industrial growth in
India followed a cyclical pattern.
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